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- Review



Task-Oriented Dialogue System (voung, 2000)

n http://rsta.royalsocietypublishing.org/content/358/1769/1389.short
Speech Signal Hypothesis
are there any action movies to
see this weekend Language Understanding (LU)
) Speech | * Domain Identification
Recognition * User Intent Detection

Text Input * Slot Filling
- Are there any action movies to see this weekend?

= Semantic Frame
N request_movie
enre=action, date=this weekend

Dialogue Management (DM)

* Dialogue State Tracking (DST)
* Dialogue Policy

System Action/Policy A
request_location \

( Natural Language

Text response L Generation (NLG)
Where are you located?

Backend Database/
Knowledge Providers




Task-Oriented Dialogue System (voung, 2000)

Speech Signal Hypothesis
are there any action movies to

Wi I Iy

see this weekend Language Understanding (LU)
L Speech « Domain Identification
Recognition * User Intent Detection
* Slot Filling

Text Input
. . . 5 .
Are there any action movies to see this weekend? Semantic Frame

request_movie
genre=action, date=this weekend

Dialogue Management (DM)

{ 2::;1'&'2:?:?2‘; * Dialogue State Tracking (DST)
'\I/'Ve;(t responseI - * Dialogue Policy
ere are you located: System Action/Policy

request_location
Backend Action /

Knowledge Providers



- Language Modeling



Language Modeling
6|

= Goal: estimate the probability of a word sequence
P(’LUl,"‘ me)

- Example task: determinate whether a sequence is
grammatical or makes more sense

~ If P(recognize speech)
recognlze speech > P(wrecka nice beach)

WW » Output =

wreck a nice beach “recognize speech”



N-Gram Language Modeling
.z f

= Goal: estimate the probability of a word sequence
P(’LUl,"‘ me)

= N-gram language model
O Probability i s conditioned on a wmdow of (n-1) previous words

P(wla" , W HP Wi ‘ Wi, -+ 7wi—1 ~ HP w; | wi—(n—l)a' s 7wi—1)

o Estimate the probability based on the training data

C(nice beach)" Count of “nice beach” in the training data

P(beach|nice) =

C(nice) <= Count of “nice” in the training data



N-Gram Language Modeling
s J

- Training data:
o Thedogran ...
O The cat jumped ......

P( jumped | dog) =\G\ 0.0001 | give some small

P(ran | cat) =\ 0.0001 probability
- smoothing

» The probability is not accurate.

» The phenomenon happens because we cannot collect all the
possible text in the world as training data.



Neural Language Modeling
-

|dea: estimate P(w; | wi—(—1), - ,wi—1) not from count, but
from the NN prediction

P(“wreck a nice beach”) = P(wreck|START)P(a|wreck)P(nice |a)P(beach|nice)

P(next word is P(next word is P(next word is
“wreck”) P(next word is “a”) “nice”) “beach”)

Neural
Network

Neural
Network

Neural
Network

¢ ¢ ¢ ¢

Neural
Network

vector of “START” vector of “wreck” vector of “a” vector of “nice”



Neural Language Modeling

i = softmax(W o (W Wz + vy 4+ Wz 4 p3))

i-th output = P(w; = i| context)

Probability distribution

softmax of the next word
[@X X0 c- [ X ] [ XX D)
/ 7
l, /, most| computation here \
’I II (2) \\
"’ " ‘l l/‘/ (3)
! ! tanh !
; | Tee - °e) |
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: w
1 ’
1 P
C(W —n+ ~ C(Wt_z) C(Wt_l) -
(ee @) (e o)
Table .. .. Matrix C X
!OOk—Llp ......................... § -};a.;e.&.p.;;;;;;;r‘s ConteXt Vector
inC across words . . L. .
4 4 . ~Issue: fixed context window for conditioning
index for wy_, 41 index for wy_p index for wy_; :



Neural Language Modeling
S

- The input layer (or hidden layer) of the related words are

close
A
h2

dog. .rabbit
o

cat

> h,

o If P(jump|dog) is large, P(jump|cat) increase accordingly
(even there is not “... cat jump ...” in the data)

Smoothing is automatically done




RNNLM

-1 ldea: condition the neural network on all previous words and
tie the weights at each time step

-1 Assumption: temporal information matters

P(next="wreck”) P(next="a”)  P(next="nice” P(next =“beach”)
word dist
context
vector

vector of “START” vector of “wreck” vector of “a” vector of “nice”

Idea: pass the information from the previous hidden layer to leverage all contexts




Natural Language Generation

Traditional Approaches



Natural Language Generation (NLG)
TN

- Mapping dialogue acts into natural language

inform(name=Seven_Days, foodtype=Chinese)

4

Seven Days is a nice Chinese restaurant



Template-Based NLG
e

Define a set of rules to map frames to NL

Semantic Frame Natural Language

confirm() “Please tell me more about the product your are
looking for.”

confirm(area=SV) “Do you want somewhere in the SV?”

confirm(food=SV) “Do you want a SV restaurant?”

confirm(food=SV,area=SW) “Do you want a SV restaurant in the SW.”

~ Pros: simple, error-free, easy to control
- Cons: time-consuming, rigid, poor scalability



Class-Based LM NLG (oh and Rudnicky, 2000)

m http://dl.acm.org/citation.cfm?id=1117568

- Class-based language modeling Classes:

inform_area

P(X |c) = Zlogp(xt | w0, @1, 241, C) inform_address
-t see
O NLG by dECOdIng X* = arg m)E(LX P(X | C) request_area

request_postcode

Generation | |
Language : Q
Models v TT— ~ Pros: easy to implement/
Candidate Utterances i .
What i an (dpar e ] ~understand, simple rules
g (dopar iy R ~ Cons: computationally inefficient
v ( ‘
Tagged Scoring gr;eurmpan_ﬁme
oot . d part_date 20000501
Best Utterance
What time on {depart_date}
+ Complete Utterance

Slot Filling 'L What time on Mon, May 8th?




Phrase-Based NLG (Mairesse et al, 2010)

http://dl.acm.org/citation.cfm?id=1858838

Charlie Chan isa Chinese Restaurant near Cineworld in the centre
Phrase
DBN
A A A A A A
Semantic

DBN

Charlie Chan Chinese | restaurant Cineworld centre

name food type near area
inform inform inform inform inform

Inform(name=Charlie Chan, food=Chinese, type= restaurant, near=Cineworld, area=centre)
realization phrase semantic stack

Tt St he b

<s> START START START

The Rice Boat | inform(name(X)) X inform(name) T ST S :
isa inform inform EMPTY | .« . |
restaurant inform(type(restaurant)) restaurant inform(type) Pros: efflcle nt’ good pe rfo rma nce

in the inform(area) area inform |

riverside inform(area(riverside)) riverside inform(area i . . .

ntgeateres) )wee hem” | Cons: require semantic alighments
that inform inform EMPTY

serves inform(food) food inform |
French inform(food(French)) French inform(food)

food inform(food) food inform

</s> END END END




Natural Language Generation

Deep Learning Approaches



RNN-Based LM NLG (Wen et al., 2015)

m http://www.anthology.aclweb.org/W/W15/W15-46.pdf#page=295
Input  inform(name=Din Tai Fung, food=Taiwanese) dialogue act 1-hot
representation
[ oo1,00,..,1,0,0,..1,0,0,0,0,O0.. ]<— p
SLOT_NAME serves SLOT_FOOD . <EOS>

conditioned on

the dialogue act >\T‘

I:) <BOS> SLOT_NAME  serves SLOT_FOOD
Output <BOS> Din Tai Fung  serves Taiwanese

delexicalisation ~< —
Q WEight t\D




Handling Semantic Repetition
24
o Issue: semantic repetition
o Din Tai Fung is a great Taiwanese restaurant that serves Taiwanese.
o Din Tai Fung is a child friendly restaurant, and also allows kids.
-1 Deficiency in either model or decoding (or both)
1 Mitigation
o Post-processing rules (0h & Rudnicky, 2000)
o Gating mechanism (wen etal., 2015)

O Attention (Meietal., 2016; Wen et al., 2015)



Visualization
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Semantic Conditioned LSTM (wen et al., 2015)

m http://www.aclweb.org/anthology/D/D15/D15-1199.pdf

=1 Original LSTM cell
i = o(W,,;x¢ + Wp;h_)
fe = o(WyrXy + Wprhe_q)
0, = (WX, + Wy h,_;)
¢; = tanh(W,,.x; + W, ch,_;)

¢, = f,0¢,—; +i,0¢,
h, = 0,® tanh(c,)

-1 Dialogue act (DA) cell

r; = o(Wy,X¢ + Wy hy_q) dy
d Gd Ko | P dialog act 1-hot
t = WA -
0,0100,.,100,..,1,0,0,..) representation
. Inform(name=Seven_Days, food=Chinese)
o ModifyCc T ToTEmemEERR A ReEmmRe |

Idea: using gate mechanism to control the
¢ = fOc._1 +1,OF; + tanh(Wycd:) generated semantics (dialogue act/slots)



Attentive Encoder-Decoder for NLG
23 0

- Slot & value embedding
Z; — S; + Vi
01 Attentive meaning representation

— uT
;i =V tanh(whmht—l + wzmzi) <[s> SLOT_NAME serves SLOT_FOOD

a;; = softmax(e;)

d, = ad Z _atizi

inform name=EAT food=British



Attention Heat Map
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Record details:

id-0: temperature(time=06-21, min=52, mean=63, max=71); id-2: windSpeed(time=06-21, min=8, mean=17, max=23);
id-3: windDir(time=06-21, mode=SSE); id-4: gust(time=06-21, min=0, mean=10, max=30);

id-5: skyCover(time=6-21, mode=50-75); id-10: precipChance(time=06-21, min=19, mean=32, max=73);

id-15: thunderChance(time=13-21, mode=SChc)

Figure 3: An example generation for a set of records from WEATHERGOV.



Model Comparison
I
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Structural NLG (Dugek and Juréicek, 2016)

https://www.aclweb.org/anthology/P/P16/P16-2.pdf#page=79

inform(name=X-name,type=placetoeat,eattype=restaurant,

O Goa I . N LG based on the Syntax tree area=ri\frside,food=ltalian)

t-tree

o Encode trees as sequences zone=en
0 Seq2Seq model for generation /Bﬁ

X-name /restaurant
n:subj n:obj

Italian river
adj:attr n:near+X

( <root> <root> ( ( X-name n:subj ) be v:fin ( ( Italian adj:attr ) restaurant n:obj ( river n:near+X))))
X-name n:subj be v:fin Italian adj:attr restaurant n:obj river n:near+X

¥

X Is an Italian restaurant near the river.

[ )

<STOP>

restaurant

e = I e I e R s s LN Y
roT o1 1 1 1 e

inform name X-name inform eattype restaurant <GO> X is a restaurant



Contextual NLG (Dugek and Jurcicek, 2016)

https://www.aclweb.org/anthology/W/W16/W16-36.pdf#page=203

] G oa I "3 d a ptl ng use rSI p‘receding user utteran'ce -———— conte)gt_-aware

is there another option additions
way of speaking, inform(line=M102, direction=Herald Square,
L. vehicle=bus, departure_time=9:01am,
provi d ing co ntext- from_stop=Wall Street) typical NLG
a A from
aware responses rald Sq

There is a bus at 9:01am from Wall Street

to Herald Square using line M102.
L CO nteXt en COd er contextually bound response

o Seq2Seq model

Base model
DA éncpder decoder with attention

Prepending context

M H H H’H @ fstm —’H ' H ,ﬂm _b

|s lhere a schedule for NUMBER AMPM inform_no_match 1 DEF'ARTURE_TIMEN ampm AMPM\éB ,_.,_,r o]
departure_time inform_no_match

/191!»1

<GO> sd\edule for DEPARTURE_TIME AMPM not found

—» schedule for DEPARTURE_TIME AMPM  not  found .  <STOP>

.

l,—-

Context encoder

o~ -~ -

is there a  schedule for NUMBER AMPM



Decoder Sampling Strategy

-1 Decoding procedure
Inform(name=Din Tai Fung, food=Taiwanese) —

( 0,0100,.,100,.,100,0,0,0.. J&—
SLOT_NAME  serves  SLOT_FOOD . <EOS>

!
]

\ 4
\ 4
\ 4

g I

o Greedy search
o Beam search
o Random search



Greedy Search
29

- Select the next word with the highest probability

C re&dq SLo:ck |
J |

@@
AAAAA o

ﬁ! N @-\)@

TheCal T3 Home




Beam Search
30|

- Select the next k-best words and keep a beam with
width=k for following decoding

Eeam S'.arch

s T he Cat Home
“The Cat Is Home



Random Search
I

-1 Randomly select the next word
o Higher diversity
o Can follow a probability distribution

/Random Sampl:q_

START

|| Home IsThe Gt
L | The Cat Js Home
L | s The Cat Home






Chit-Chat Bot

1 Neural conversational model

o Non task-oriented

Human: what do you think about tesla ?
Machine: ke ’s a good conductor .

Human: what do you think about bill gates ?
Machine: /e s a good man .

Human: What do you think about messi ?
Machine: he s a great player .

Human: what do you think about cleopatra ?
Machine: o/, she 's very regal .

Human: what do you think about england dur-
ing the reign of elizabeth ?

Machine: it was a great place .

Human: what is the purpose of life ?

Machine: to serve the greater good .

Human: what is the purpose of living ?
Machine: to live forever .

Human: what is the purpose of existence ?
Machine: fo find out what happens when we get
to the planet earth .

Human: where are you now ?

Machine: i 'm in the middle of nowhere .
Human: what is the purpose of dying ?
Machine: to have a life .

Human: what is the purpose of being intelligent
2

Machine: to find out what it is .

Human: what is the purpose of emotions ?
Machine: i don 't know .



Many-to-Many
34 |

-1 Both input and output are both sequences - Sequence-to-
sequence learning

o E.g. Machine Translation (machine learning>1z3 22 23)

AEARAEA

J UV U VU
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—
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>

auiyoew
3uluied|




A Neural Conversational Model
T

0 Seq2Seq Tyt 1T
[Vinyals and Le, 2015] I e
| 1T 1
A B C <eos> w X Y 7
< Context > s Reply

(Previous Sentences)

Human: what do you think about tesla ?
Machine: ke ’s a good conductor .

Human: what do you think about bill gates ?
Machine: 4e s a good man .

Human: What do you think about messi ?
Machine: /e s a great player .

Human: what do you think about cleopatra ?
Machine: ok, she s very regal .

Human: what do you think about england dur-
ing the reign of elizabeth ?

Machine: it was a great place .

Human: what is the purpose of life ?

Machine: fo serve the greater good .

Human: what is the purpose of living ?
Machine: fo live forever .

Human: what is the purpose of existence ?
Machine: fo find out what happens when we get
to the planet earth .

Human: where are you now ?

Machine: ; 'm in the middle of nowhere .
Human: what is the purpose of dying ?
Machine: fo have a life .

Human: what is the purpose of being intelligent
9

Machine: ‘o find out what it is .

Human: what is the purpose of emotions ?
Machine: i don 't know .



Chit-Chat Bot
I

W | am fine <EOL>

How are you <EQL>

LSTM Encoder LSTM Decoder

TR F2EE (~40,000 sentences) ~ =B 4848 KEL R



Sci-Fi Short Film - SUNSPRING

| SUNSPRING



Concluding Remarks
03y
o1 The three pillars of deep learning for NLG
o Distributed representation — generalization
o Recurrent connection — long-term dependency
o Conditional RNN — flexibility/creativity

-1 Useful techniques in deep learning for NLG
o Learnable gates

o Attention mechanism

-1 Generating longer/complex sentences

-1 Phrase dialogue as conditional generation problem
o Conditioning on raw input sentence = chit-chat bot

o Conditioning on both structured and unstructured sources 2
task-completing dialogue system



