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» Semantic parsing performs well on a
generic domain, but cannot recognize
domain-specific named entities.

2) Extract the most related words by trained word embeddings for
each semantic seed. “text” = “message”, “msg”

» Words with higher similarity suggest that they often occur with
common contexts in the embedding training data.
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