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3. Two-Layer Mutually Reinforced Random Walk

* Basic Idea: high importance means » Two-Layer MRRW-BP (Between-Layer Propagation) ¢« Two-Layer MRRW-WBP (Within- and Between-Layer Propagation)
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o Similarity Matrix

L - utterance-to-utterance relation (topical/lexical similarity)
L. speaker-to-speaker relation (TF-IDF cosine similarity)
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6. Conclusions

5. EXperiments

» Dataset: 10 meetings from CMU Speech Group, #Speaker: 6 (total), 2-4 (each), WER = 44% » Graph-based approaches can improve speech
» Parameter setting: a = 0.9, summary ratio = 30% summarization performance
ROUGE-1 (ASR) N ROUGE-L (ASR) ROUGE-1 (Manual) - ROUGE-L (Manual) » Two-layer approaches involving speaker information can

get further improvement

* Topical similarity iIs more robust to recognition errors
-> better for ASR transcripts

» Lexical similarity Is more accurate when absence of errors
- better for manual transcripts
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