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ABSTRACT

This paper proposes a set of approaches to automatically
extract key terms from spoken course lectures including au-
dio signals, ASR transcriptions and slides. We divide the
key terms into two types: key phrases and keywords and
develop different approaches to extract them in order. We
extract key phrases using right/left branching entropy and
extract keywords by learning from three sets of features:
prosodic features, lexical features and semantic features from
Probabilistic Latent Semantic Analysis (PLSA). The learn-
ing approaches include an unsupervised method (K-means
exemplar) and two supervised ones (AdaBoost and neural
network). Very encouraging preliminary results were ob-
tained with a corpus of course lectures, and it is found that all
approaches and all sets of features proposed here are useful.

Index Terms— keyword extraction, key phrase extrac-
tion, course lectures, PAT tree, entropy, prosody, Probabilis-
tic Latent Semantic Analysis (PLSA), machine learning, K-
means

1. INTRODUCTION

With huge quantities of multimedia documents available over
the Internet, efficient approaches of indexing, retrieving and
browsing these multimedia documents are highly desired. Be-
cause all multimedia documents may include audio informa-
tion that very possibly describes the core concepts of the con-
tent, automatic extraction of key terms from such audio in-
formation (or spoken documents) will be very useful for the
purpose of indexing, retrieving and browsing. This paper pro-
poses a set of approaches for key term extraction from spoken
documents, and takes course lectures as the example corpus
for experiments. Since life-long learning has became neces-
sary for most people today, and there have been huge quan-
tities of course lectures accessible from the Internet, but it is
not easy to efficiently browse across these course lectures and
find specific information from them, automatic extraction of
key terms from course lectures will be very attractive.
Substantial works have been reported on key term ex-
traction from texts domain [1, 2, 3], but much less works

on spoken documents were reported [4, 5], specially using
information from audio signals such as prosodic features.
Some works have been reported using prosodic and semantic
features [6, 7, 8, 9] in summarization of spoken documents,
though.

We define our task in this work to be the extraction of
key terms from a course lecture corpus including the slides
used, the audio signals and their ASR transcriptions. The cor-
pus used actually includes a set of slides completely in En-
glish, while the lectures were given in the host language of
Mandarin Chinese but with all terminologies produced in the
guest language of English. Such a Mandarin/English code-
switching style is very common for lectures offered in Tai-
wan. Therefore, the transcriptions include both English and
Mandarin Chinese words, and the key terms can be in English
or Mandarin.

In this work, we divide the key terms for course lectures
into two types: key phrases (e.g. “hidden Markov model”
and "information theory” are key terms but ’hidden” or the-
ory” are not) and keywords (e.g. “perplexity””). We propose
to use branching entropy to extract key phrases first, and then
use three sets of features and different learning approaches to
extract keywords. The former is presented in Section 2 be-
low, while the latter in Section 3 and 4. An earlier version
of approaches proposed here has been successfully used in a
course lecture system developed at National Taiwan Univer-
sity (NTU), refered to as NTU Virtual Instructor [10], while
the approaches presented here are much more delicate and
advanced.

2. KEY PHRASE EXTRACTION USING
BRANCHING ENTROPY

The purpose here is to extract key phrases such as ”hidden
Markov model” or “information theory”. They are the pat-
terns of two or more words appearing together in the corpus
(slides and ASR transcriptions) much more frequently than
other segments of words. Here we propose to extract such key
phrases using a parameter called branching entropy, and one
way to obtain these parameters is to use a data structure for



1 hidden markov

2 hidden markov model

3 hidden markov chain

4 hidden variable

5 hidden state

6 hidden state distribution
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Fig. 1. A simplified partial list of the word-based PAT tree
used to computed the branching entropy

is hidden Markov model a key term . .....
hidden Markov model a key term........
Markov model akeyterm..............
modelakeyterm.....................
akeyterm.......... ... .. ..,
keyterm........... i,

Fig. 2. Sistrings of ”is hidden Markov model a key term”

strings of symbols called Patricia tree (PAT tree) [11], with a
simplified example is shown in Fig.1. It is a specialized struc-
ture based on trie that is used to store strings, and the symbol
we used here is the word. We show a simplified partial list of
the PAT tree constructed by semi-infinite strings (Sistrings)
of sentences in the lecture corpus (slides and transcriptions),
where semi-infinite strings are sequences of words starting at
any position of the corpus and continuing to the right [12].
Several examples of such semi-infinite strings are listed in
Fig.2. We segment each in the corpus (for example, "hidden
Markov model...”) to its Sistrings ("hidden Markov model...”,
”Markov model...” and "model...”) and use these Sistrings to
build the PAT tree. However, some works had been reported
on PAT tree-based Chinese key phrase extraction using mu-
tual information [13], but in this work, we proposed another
approach, branching entropy, to extract key phrases.

The right branching entropy of a pattern X of two or more
words considered is defined as
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where X is the pattern of interest (e.g., “hidden Markov”),
and x; is a child pattern of X (e.g., "hidden Markov model”,
”hidden Markov chain” for hidden Markov”), and fx and
fx, are the frequency counts of X and z; respectively. Thus
p(x;) is the probability of having x; given X, and H,.(X) is
therefore the right branching entropy of X, where n is the
number of different child patterns x; of X.

When a pattern “hidden Markov model” is a key phrase,
not only its frequency count is high, but most patterns of "hid-
den Markov” are all followed by the word “model” (so "hid-
den Markov” has alow H,.(X)), while the patterns of “hidden

Markov model” are followed by many different words such as
”1s”, ”can”, ’to”, "with”... (so “hidden Markov model” has a
high H,.(X)). In this way we can use the right branching en-
tropy H,.(X) to identify the right boundary of a key phrase (it
is to the right of “model” rather than the right of "Markov” in
the above example) by setting thresholds for H,.(X).

Similarly we can construct a “reverse PAT tree” using re-
verse sequences of words in the sentences of the corpus (e.g.
”... model Markov hidden ...”) and define a left branching en-
tropy H;(X) for each reverse pattern X. This left branching
entropy H;(X) can be used in exactly the same way to iden-
tify the left boundary of a key phrase (e.g. the left boundary
of the phrase “hidden Markov model” is to the left of “hid-
den” rather than the left of ”Markov”, because hidden” is
preceded by many different words, while "Markov” is almost
always preceded by “hidden”.)

The above procedure requires searching through the
whole corpus to calculate the left/right branching entropy
for every pattern in the corpus. This is quite time consuming
if the corpus is large, while PAT tree allows efficient key
phrase extraction in this way. In the test, we can compute the
average H,.(X) for all X and average H;(X) for all X, and
then extract patterns X whose H,.(X) and H;(X) are both
higher than the average values to be the key phrases.

3. FEATURE SETS FOR KEYWORD EXTRACTION

Three different sets of features are used here: prosodic fea-
tures, lexical features and semantic features. They are sum-
marized here in this section.

3.1. Prosodic Features

Substantial works demonstrated that prosodic information is
useful for summarization of spoken documents, which im-
plied that prosodic features can help extract salient sentences.
It was argued that prosodic features in conference lectures are
less useful because of the speaker variability [6]. Since the
course lectures considered here usually consist of speech pro-
duced by a single instructor, the prosodic features may help.
It was also claimed that presenters usually use prosodic varia-
tion, changes in pitch, intensity and speaking rate for tagging
important contents in their speech [7].

In this work, the prosodic features were obtained from
the phonetic units segmented by HTK forced alignment [14].
For each term, only the prosodic features for it when it was
produced at the first time in the lectures were used. A total of
twelve prosodic features was used and presented below.

3.1.1. Duration Related Features

Because different phonetic units have quite different dura-
tions, we first compute the average duration of each phonetic
unit using the whole course lectures. For each phonetic unit



in a term, we then normalize its duration by its average value.
Finally, for each term, we use the maximum, minimum, mean
and range of the normalized values for its component units as
the four features for the term.

3.1.2. Pitch Related Features

We use ESPS [15] to extract FO features for frames of each
term from the audio data. To avoid discontinuity of pitch con-
tours, we use conventional approaches to smooth them [16].
We then take the maximum, minimum, mean and range from
the frames of each term as its four features.

3.1.3. Energy Related Features

For each frame, we take the value of the 0-th cepstral coef-
ficient as the energy. The maximum, minimum, mean and
range are then extracted from the frames of each term as its
four features.

3.2. Lexical Features

We extract lexical features from both the slides and the tran-
scriptions. These features are presented below.

3.2.1. TF-IDF

TF-IDF usually represents the significance of a term. We seg-
ment all sentences in the transcriptions to each slide and take
the slide as the document and compute three features, includ-
ing term frequency (TF), inverse document frequency (IDF),
and TF-IDF.

3.2.2. Left Context Variation

We extract two features from the transcriptions based on the
left context variation of each term. Our assumption is that
the number of different words appearing on the left context
of a key term is limited, such as ”on”, “using”, ”of” and ”is”
while this number for a normal term is usually much larger.
Therefore we define a left context variation feature [cv; to be
the number of different words appearing to the left of the term
t; in the transcriptions. In addition, this feature [cv; naturally
have to do with the term frequency ¢ f; of the term ¢;, so we
further normalize lcv; by ¢ f; to obtain a normalized feature
levn,,

3.2.3. Part of Speech (PoS)

Since verbs, nouns and adjectives are more likely to be key
terms, we assign different feature values to each PoS tag [17].
Some terms that can not be tagged are labeled by another
value.

3.3. Semantic Features by Probabilistic Latent Semantic
Analysis (PLSA)

Probabilistic Latent Semantic Analysis (PLSA) [18] is used to
analyze the semantics of documents based on the latent topics.
It analyzes a set of documents {d;,j = 1,2,..., M} and all
terms {t;,7 = 1,2, ..., L} they include by defining a set of la-
tent topic variables, {Ty, k = 1,2, ..., K}, to characterize the
term-document co-occurrence relationships. The probability
of a document d; generating a term ¢; can be parameterized
by

K
P(ti]d;) =Y P(t:|T) P(Tk|d;). (3)
k=1

The PLSA model can be optimized with EM algorithm by
maximizing a likelihood function [18]. The semantic features
obtained from PLSA are presented below.

3.3.1. Latent Topic Probabilities (LTP)

We can evaluate the probabilities for each latent topic T}
given each term t;, P(T|t;), from the parameters of the
PLSA model as

P(t;|Ty,)P(T})
P(t;) 7

where P(¢;) can be obtained from a large corpus, and P(T})
can be estimated based on P(Tj|d;) in a large corpus. We
then compute the mean, variance, standard deviation, vari-
ance normalized by mean, and standard deviation normalized
by mean for these probabilities P(Ty|t;) for different latent
topics given a term ¢;.

P(Ti|t:) = “4)

3.3.2. Latent Topic Significance (LTS)

Latent Topic Significance (LTS) for a given term ¢; with re-
spect to a topic T}, is defined [8].

>a,ep nti, dj) P(Tk|d;)
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where n(t;, d;) is the occurrence count of term ¢; in a docu-
ment d;. In the numerator of equation (5), the count of the
given term ¢; in each document d;, n(t;, d;), is weighted by
the likelihood that the given topic T}, is addressed by the doc-
ument d;, P(T|d;), and then summed over all documents d,
in the training corpus. Therefore the numerator is the total
count of the given term ¢; used in the given topic T} over the
whole training corpus, as estimated by PLSA model. The de-
nominator is very similar except for latent topics other than
Ty, so P(T}|d;) is replaced by [1 — P(Tj|d;)]. Same as La-
tent Topic Probability, we similarly compute five features for
each latent topic T}, given a term ¢;.

LTS, (T},) =

®)



3.3.3. Latent Topic Entropy (LTE)

Latent Topic Entropy (LTE), LTE(¢;), for a given term ¢; can
be calculated in equation (6) from the distribution P(T}|t;)
estimated in equation (4) [9],

K
LTE(t;) = — Y | P(Tk[t:) log P(Tilt:). (6)
k=1
Lower LTE(t;) indicates that the distribution of P (7Ty|t;)
is more focused on fewer latent topics and therefore ¢; carries
more topical information and is more likely to be a key term.

Table 1. All features used in this work

l \ Feature Name \ Feature Description ‘

Duration I maximum of normalized duration
Duration II minimum of normalized duration
Duration III mean of normalized duration

8 Duration IV range of normalized duration
% Pitch I FO’s maximum value

i Pitch I F0’s minimum value

~.§ Pitch IIT F0’s mean value

% Pitch IV FO’s range

£ Energ I maximum energy value

Energy I mimimum energy value

Energy III mean energy value

Energy IV range of energy value

g TF tfi
2 IDF idf;
o TF-IDF t fidfs
§ Left Context lev;
% | Left Context Nor levn;
~ PoS the PoS tags
LTPI variance of LTP
LTPII standard deviation of LTP
2 LTP I mean of LTP
3 LTP IV LTPI/LTP III
§ LTPV LTPII/LTPIII
Q LTSI variance of LTS
§ LTS II standard deviation of LTS
£ LTS III mean of LTS
@ LTS IV LTS I/LTS III
LTS V LTS II/LTS III
LTE term entropy for latent topics

4. LEARNING METHODS FOR KEYWORD
EXTRACTION

4.1. Unsupervised Learning

We use LT'S;, (T},) in equation (7) to construct a feature vector
for each term ¢;,

v; = (LTStl (Tl), LTSti (Tg), ceey LTSti (TK)), (7)

where K is the number of latent topics. Therefore, v; repre-
sents the position of the term in the latent semantic space.

We use the K-means algorithm to cluster the terms based
the above vectors v; and extract all exemplars of the clusters
as the key terms. An exemplar is the vector closest to the
median of all vectors in the same cluster. We assume that
terms close to a key term in the latent semantic space usually
form a cluster, and the key term is close to the median of the
cluster [19].

4.2. Supervised Learning

We use all the features in Section 3 and two learning methods
to train the classifiers, the AdaBoost and neural network.

4.2.1. AdaBoost

AdaBoost (adaptive boosting) was proposed to obtain a highly
accurate classifier by combining many basic classifiers [20].
Given a training set {x,,, ¥, }\_, where x,, is the feature vec-
tor of a training sample, y,, is the desired label (+1 for key
term and —1 for non-key term), and N is the total number of
training terms. We use decision stump as the basic hypothesis
hs 12,0+

hs,io(x) =sign (s - (x); — 6), €))
where x is the feature vector, (x); is the i-th component of z,
i€{1,2,...,d}, s € {+1,—1}, and 6 € R is a threshold.
Initially, we assign the same weights to all decision
stumps (u, = % for all n) in equation (9). In each itera-
tion [, we then choose the best hypothesis h; in equation (9),
compute the confidence weight «; in equation (10) for it, and
re-estimate u,, as in equation (11),

N
h; = arg }{nin Z Uy * [[yn # hs,iﬂ(xn)]]v €))
ls,i,0 n=1
1. 1-—
aj==In— (10)
2 €
ul, = Uy, - exp (—aqynhi(zn)), (11)

where ¢; is the weighted error for the iteration [. After many
iterations, we can get combined hypothesis H, which is pa-
rameterized as

T
H(z) = sign () culu(x)), (12)
=1
where 7T is the total number of iterations.

4.2.2. Neural Network

We implement the backpropagation algorithm for 3-layered
neural network (b-J-1) with tanh-type neurons [21], in which
b is dimension of the feature vectors, and .J is the number
of neurons in the second layer. Stochastic gradient descent
is used for many iterations to find the final hypothesis that
minimizes the error of the training data.



5. EXPERIMENTS

5.1. Experimental Setup

The corpus used in this research is the lectures for a course
on Digital Speech Processing. The slides used are completely
in English, while the lectures were given in the host language
of Mandarin Chinese but with almost all terminologies pro-
duced in the guest language of English. There is a total of
17 chapters with 196 pages of slides, while the lecture is 45.2
hours long. The two acoustic models for Mandarin and En-
glish were obtained from the ASTMIC corpus and the Sinica
Taiwan English corpus respectively, and were adapted by 25.2
minutes corpus from the target speaker (the course instructor).
The language model was trained by two other courses offered
by the same instructor and adapted by the course slides. The
accuracies for the ASR transcriptions are 78.15% for Man-
darin characters, 53.44% for English characters, and 76.26%
for overall. The poor English accuracy is apparently due to
the small quality of adaptation data but can be compensated
by slides information. We set the number of topics for PLSA
to be 25, a reasonable number of topics for a course of 17
chapters.

For unsupervised learning by K-means exemplars, we set
the number of clusters to be the number of reference key terms
discussed below but subtracting the number of key phrase we
extracted first. For supervised learning, we use 3-fold cross
validation to measure the performance of the classifiers.

5.2. Generating the Reference Key Term List

All people, even if knowing every well the content of the
course lectures, may have quite different opinions regarding
which word (or phrase) is a key term for the lectures. This
is why identifying the reference key terms to be used in this
research itself is difficult. For this purpose, we recruited 61
students who had taken the course as subjects to annotate the
key terms for the corpus. Since different subjects annotated
quite different sets of key terms of different numbers, we as-
sign a score proportional to % to a term if it is annotated by a
subject who selected a total of N key terms. In this way when
a subject annotates less key terms, each of these annotated
key terms receives a higher score. We then sort the terms by
their total scores assigned by the 61 subjects, and select the
top Ny of them as the reference list, where Ny is the integer
closest to the average of IV for all subjects.

A total of 154 key terms (including 59 keyphrase and 95
keywords) were generated as the reference key term list in
this way. Some examples of such reference key terms in-
cluded “language model”, “’speech recognition”, “name en-
tity” (key phrases), "LVCSR”, ”"n-gram” and “entropy” (key-
words). Given the reference key term list generated above,
annotators achieved an average precision of 66.13%, an aver-
age recall of 90.30% and an average F-measure of 76.37%.

5.3. Evaluation Results

We extracted key phrases and keywords separately using the
approaches presented above. We used precision, recall and
F-measure (equal weight for precision and recall) to evaluate
the proposed approaches.

5.3.1. Results of Key Phrase and Keyword Extraction

The results using manual transcriptions and ASR transcrip-
tions are respectively listed in Table 2. We can find that the
ASR results are worse than those for manual ones, but they
also performed reasonably good. For ASR results, the results
for key phrase extraction using branching entropy are reason-
able (an F-measure of 68.09%) listed in section 3 of Table 2.
The results for keywords are much lower as listed in section
4 of the table. For unsupervised learning, the baseline to be
compared is the one using conventional TF-IDF scores after
stop word removal and PoS filtering. Here an F-measure of
39.52% was achieved with the proposed K-means exemplar,
which is much higher than the baseline though. On the other
hand, supervised learning methods offered better results. Ad-
aBoost achieved an F-measure of 49.44%, and neural network
(NN) gave 56.55%. Clearly it is much more difficult to iden-
tify a single word to be a keyword, and more effort and better
approaches are still needed in the future.

Table 2. Performance of extraction of the two types of key
terms: key phrases and keywords using manual transcriptions
or ASR transcriptions (%)

[ Type (Num.) | Approach [ Precision [ Recall [ F1

1. key phrase (59) | Brehing | 5956 | 8136 | 68.57

= Entropy
5 ul 1 1384 | 33.68 | 38.10

<

g I 5205 | 40.00 | 45.24
2. keyword (95) g | m 5463 | 62.11 | 58.13
v 75.68 | 58.95 | 66.27

Branching
3. key phrase (59) | “p i U | 5854 | 8136 | 68.09
o ul 1 2639 | 20.00 | 22.75
< I 4583 | 3474 | 39.52
4. keyword (95) g | 4490 | 55.00 | 49.44
v 63.08 | 5125 | 56.55

keyword I: baseline TF-IDF, unsupervised (U)
keyword Il: K-means exemplar, unsupervised (U)
keyword I1I: AdaBoost, supervised (S)

keyword 1V: neural network, supervised (S)

5.3.2. Feature Effectiveness

We then take neural network to extract keywords from ASR
transcriptions as an example since it performed the best in
Table 2 to show that all features we extracted here are useful,
with results listed in Table 3. Rows (a)(b)(c) show each set
of prosodic (Pr), lexical (Lx) or semantic (Sm) features alone




is useful, giving an F-measure ranging from about 20% to
about 42%. Row (d) indicates intergrating prosodic and lex-
ical (Pr+Lx) features is better than using either one alone in
rows (a) and (b), so the two sets of features are additive. Row
(e) shows using semantic (Sm) features in addition helped sig-
nificantly. Therefore, all the three sets of features are useful.

Table 3. Keyword extraction (not including key phrase) using
different sets of features (%)

] | Features [ Precision | Recall | F-measure |

(@ Pr 21.92 19.75 20.78
(b) Lx 33.57 59.26 42.86
(c) Sm 37.80 33.70 35.63
(d) Pr+Lx 48.15 48.15 48.15
(e) | Pr+Lx+Sm 63.08 51.25 56.55

Pr: Prosodic, Lx: Lexical, Sm: Semantic

5.3.3. Overall Results on Manual and ASR Transcriptions

Finally, the overall results for both key phrases and keywords
by combining the results in Table 2 are listed in Table 4. The
baseline to be compared is the conventional method, of us-
ing TF-IDF without considering the key phrases as a different
type of key terms. From this table, we find that using branch-
ing entropy to extract key phrases is very useful for both man-
ual and ASR transcriptions. Since it improved the F-measure
from 23.38% to 51.95% (manual transcriptions) or 43.51%
(ASR transcriptions). In other word, once a pattern (e.g. “in-
formation theory”) is extracted by the branching entropy, the
probability that it is a key term becomes high. On the other
hand, the K-means exemplar approach proposed here is also
reasonably good, considering the fact that it didn’t use anno-
tations from the subjects. The best result is the supervised
learning using neural network, which offered an overall F-
measure of 67.31% for manual transcriptions and 62.70% for
ASR transcriptions after combining with the key phrases from
branching entropy.

Table 4. Overall performance (for key phrase from branch-
ing entropy plus keywords) using different approaches from
manual or ASR transcriptions (%)

’ | Approach \ Precision \ Recall \ F-measure ‘
Baseline 23.38 23.38 23.38
Tg U TF-IDF 51.95 51.95 51.95
g Exemplar 55.84 55.84 55.84
= S AdaBoost 56.61 69.48 62.39
NN 67.10 67.53 67.31
Baseline 20.78 20.78 20.78
x| U TF-IDF 43.51 43.51 43.51
2 Exemplar 52.60 52.60 52.60
S AdaBoost 51.11 66.19 57.68
NN 60.61 64.94 62.70

U: unsupervised, S: supervised

6. CONCLUSIONS

In this paper we propose a set of unsupervised and supervised
approaches for key term extraction from spoken documents,
and use a corpus of course lectures for experiments. We di-
vide the key terms into two types: key phrases and keywords,
and develop different approaches to extract them in order.
Very encouraging results were obtained in the experiments.
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