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Summary
_ _ _ |[User,]: | need to find a restaurant in the center.
* CoCo (Lietal., 2020) improved DST by data augmentation for
better robustness and gen eralizab”ity_ Recommend { restaurant-name=pho bistro, rest-area=center }

o Only 3 Simple type of utterances is considered for [User,]: No, it needs to serve British food and I'd like a reservation for 18:00.

- Confirm=False, Inform{ rest-area=center, rest-food=British, rest-time=18:00 }
augmentation.

* QOur goal is to augment user utterances with diverse dialogue

[VS-User,]: No, it needs to serve Chinese food and I'd like a reservation for 17:00.
Confirm=False, Inform{ rest-area=center, rest-food=Chinese, rest-time=17:00 }

acts for better generallzatlon Capab”lty- |CoCo-User,]: No, it should serve Chinese food and | need to book a table for 2 people.
o Qur proposed CUDA achieves SOTA performance and better Confirm=False, Inform{ rest-area=center, rest-food=Chinese, rest-people=2 }
robustness on MultiwoOZ 2.1. [CUDA-User,]: Thank you, can you also find me a hotel with parking near the restaurant?
Confirm=True, Inform{ rest-area=center, rest-name=pho bistro, h‘otel-area=cente{, hotel-parkinq=vef }
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User Dialogue Act Generation

System | recommend Pho Bistro in the center. What time do you plan to book the table?
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_ _ Improvement * CUDA Improves TripPy and TRADE results.
MultiwOZ 2.1  TripPy  TRADE o » The models trained on our augmented data show
Original 57.72 44.08 6% CoCo # CUDA & CUDA (-coref) better generalization_
CoCo 60.46 43.53 202  CUDA improves more on informed, refer, and
CUDA 61.28¢  44.86¢ 1233;3 dontcare slots than CoCao.
CUDA (-coref)  62.93*  42.98 o g g * CUDA augments diverse user dialogue acts for

10 span informed “true  refer dontcare false  Ne€lping informed and refer, and the proposed filter
(65.6%) (24.1%) (3.7%) (3.3%) (2.1%) (1.3%)  @nsures value consistency for improving dontcare.



