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Brief History of Dialogue Systems
. Materialhtip:;//opendialogue.miulab.tw _

. TV Voice Search . .
Multi-modal systems Bi %b Virtual Personal Assistants
e.g., Microsoft MiPad, Pocket PC €.g., Bing on Abox
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a2 g e Apple Siri Google Now (2012) Microsoft Cortana
“":: {20111 Google Assistant (2014)
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Task-specific argument extraction l W g

(e.g., Nuance, SpeechWorks)

User: “I want to fly from Boston Early 2000s A P "(231“5”.“' o
to New York next week.” O -
Early 1990s
/ © = Intent Determination
Lo ' (Nuance’s Emily™, AT&T HMIHY)
User: “Uh...we want to move...we DARPA
want to change our phone line CALO Project

from this house to another house”
Keyword Spotting

(e.g., AT&T)

System: “Please say collect,
calling card, person, third
number, or operator”
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Why We Need?

“'am smart” Turing Test (“1” talk like a human)
“| have a question” Information consumption
“I need to get this done” Task completion

“What should | do?” Decision support
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Why We Need?

Material: http://opendialogue.miulab.tw

“'am smart” Turing Test (“1” talk like a human)
“| have a question” Information consumption

“I need to get this done” Task completion

“What should | do?” Decision support

* What is the employee review schedule?
* Which room is the dialogue tutorial in?
 When is the [JCNLP 2017 conference?

* What does NLP stand for?
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Why We Need?

Material: http://opendialogue.miulab.tw

“'am smart” Turing Test (“1” talk like a human)
“| have a question” Information consumption

“I need to get this done” Task completion

“What should | do?” Decision support

* Book me the flight from Seattle to Taipei
* Reserve a table at Din Tai Fung for 5 people, 7PM tonight
* Schedule a meeting with Bill at 10:00 tomorrow.
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Why We Need?

“'am smart” Turing Test (“1” talk like a human)
“| have a question” Information consumption

“I need to get this done” Task completion

“What should | do?” Decision support

e s this product worth to buy?
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Why We Need?

“'am smart” Turing Test (“1” talk like a human)

“| have a question” Information consumption |

“I need to get this done” Task completion - E"’;::‘C')(g)l:ieesnted
“What should | do?” Decision support _
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Language Empowering Intelligent Assistant

Material: http://opendialogue.miulab.tw

Apple Siri (2011) Google Now (2012) Microsoft Cortana (2014)
Google Assistant (2016)

Amazon Alexa/Echo (2014)  Facebook M & Bot (2015) Google Home (2016)  Apple HomePod (2017)
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Intelligent Assistants

Google Now Siri

Material: htt

0® O

Cortana

echo

opendialogue.miulab.tw

ail_Verizon & 6:57 PM

7 59%

What can | help you with?

¢ Siri find me a nearby
Mexican restaurant 99

| found a number of Mexican
restaurants... 24 of them are
fairly close to you:

Buy asparagus

When you get to Whole
Foods Market

2201 Wilshire Bivd, Santa Monica

Chilitos Restaurant
3850 Foothills Road
0.9 miles

Every time
Mesilla Valley Kitchen
2001 East Lohman Avenue
1.2 miles

Remind

remind me to get asparagus when | go to
the market

Task-Oriented

Will it rain tomorrow? Set an alarm for eight a.m.

How many teaspoons
are in a tablespoon?

Play music by
Bruno Mars

Wikipedia: Abraham
Lincoln

Add gelato to my
shopping list

When is
Thanksgiving?

Play my "dinner party"
playlist

Add “make hotel reservations”
to my to-do list

What's the weather in
Los Angeles this weekend?

O

My ally is the Force, and a
powerful ally it is.

may the force be with you

Engaging
(social bots)
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Why Natural Language?

-1 Global Digital Statistics (2017 January)

i A

Total Population Internet Users Active Social Unique Mobile Active Mobile Social
7.48B 3.778 Media Users Users Users
2.798 4.928 2.558

The more natural and convenient input of devices evolves towards speech.
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Spoken Dialogue System (SDS)

Material: http://opendialogue.miulab.tw

Spoken dialogue systems are intelligent agents that are able to help users finish tasks more
efficiently via spoken interactions.

Spoken dialogue systems are being incorporated into various devices (smart-phones, smart TVs, in-
car navigating system, etc).
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App =2 Bot

Material: http://opendialogue.miulab.tw

A bot is responsible for a “single” domain, similar to an app

T

& BeadtiSélon

A A Color Services - Color § 25.00 | have these times available:
Correction Make a Reservation
With colr 1t i possibie 1o totaly = 0:30 AM
roinvent your kook! -
By Ual
£ - Halrcut & Blow dry  $18.00 11:30 AV
Services Over the years we have picked up o ) Time (9:00 A0 nomyRe
i nd mastered a wide range of cutting See more
) techniques. We are sure you will leay
Prices » L Party sizs
y Conditioning $23.00
Appointment Treatments
Conditioning (Tor chemically treated
; hair) Great! Does this look correct?

Find Us 6‘

witl MegaFon =

8sck Hair color services

Haircut at
Fourstylists
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GUI v.s. CUI (Conversational Ul)

Star Wars VIi:
The Force Awaken

@ 2hBa
) 2015/12

RUtSRS T

The Force Awakens is set approximately 30 years
after the events of Retumn of the Jedi, where the
Rebel Alliance and the Empire have become the
Resistance...

Material:

0000 VIRGIN ¥ 421 PM LoT0n ..

£ Messages

I'm looking for a Netflix movie
to watch

Sure! What're you in the mood
for?

Something like The Interview
where they get into crazy
situations!

How does The Lego Movie sound? It's
clever, fun, and thoughtful. A fun watch!

hitos:/iwwwiyoutube.comiwasch?
Check out Talladega Nights! Will vaiZ JOBCLE-|

Ferrell always brings the laughs.

Here's the trailer: andchill.io/
talladega
Awesome, thanks!
ot sty iy s
Emertaining and really hts home!
@ https:, '.wnw youtube comwatch?
v=nsPi1ileo
ZOOTOPIA AN Tradler |
Disney Movie 2016

ZOOTOPA AT Trader | Deseary M

The LEGO® Movie - Official
Mauin Teailer [HO]

1D Daww Tacebook comiThel

("‘.{
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GUI v.s. CUI (Conversational Ul)

Situation Navigation, no specific goal Searching, with specific goal
Information Quantity More Less

Information Precision Low High

Display Structured Non-structured

Interface Graphics Language

Manipulation Click mainly use texts or speech as input
Learning Need time to learn and adapt No need to learn

Entrance App download Incorporated in any msg-based interface

Flexibility Low, like machine manipulation High, like converse with a human
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Two Branches of Dialogue Systems

Personal assistant, helps users achieve a certain task

Combination of rules and statistical components
o POMDP for spoken dialog systems (Williams and Young, 2007)

o End-to-end trainable task-oriented dialogue system (Wen et al.,

2016)

o End-to-end reinforcement learning dialogue system (Li et al.,
2017; Zhao and Eskenazi, 2016)

No specific goal, focus on natural responses

Using variants of seq2seq model

A neural conversation model (Vinyals and Le, 2015)

Reinforcement learning for dialogue generation (Li et
al., 2016)

Conversational contextual cues for response ranking
(Al-Rfou et al., 2016)




Task-Oriented Dialogue System )

Material: http://opendialogue.miulab.tw

Speech Signal Hypothesis
are there any action movies to
see this weekend Language Understanding (LU)
Speech * Domain Identification
[ ; Recognition * User Intent Detection

Text Input * Slot Filling
- Are there any action movies to see this weekend?

= Semantic Frame
N request_movie
enre=action, date=this weekend

Dialogue Management (DM)

* Dialogue State Tracking (DST)

* Dialogue Policy

System Action/Policy A

request_location \

{ Backend Action / ]
Knowledge Providers

| Natural Language

Text response L Generation (NLG)
Where are you located?
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Machine Learning = Looking for a Function

Speech Recognition

f( . i | )= "{REF (Hello) "

Image Recognition
)= cat

Go Playing

)= 5-5 (next move)

Chat Bot
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Machine Learning

nsupervised
Learning

Machine
Learning

Reinforcement
Learning

Supervised
Learning

Deep learning is a type of machine learning approaches, called “neural networks”.
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A Single Neuron

Activation function

X, W, n _Z, y
W

1
G(Z)_l+e‘Z

X y = hyp(x) = U(wT

r+b)

o(z)

1

0.5

o

1 bias Sigmoid function /

Z

P
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A Single Neuron

f:RY > RM

Is '"2" y>0.5
not"2" y<0.5

~Assingle neuron can only handle binary classification
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A Layer of Neurons

Handwriting digit classification f:RY >RV

“1” or not
T ' @_" Y Which
“2” ornot| [ oneis
max?
+ — —> y3
“3” or not

A layer of neurons can handle multiple possible output,
and the result depends on the max one
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Deep Neural Networks (DNN)

Fully connected feedforward network f:RY >RV

Input Layer 1  Layer 2 Layer L Output

vector

y
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Recurrent Neural Network (RNN)

St — O'(WSt_l -+ U.Clj‘t) 0(-):tanh, RelLU
o; = softmax(V s;)

O

V} W Y VTS Vi
!

0 0
t t+1
+1

Oy =05 OO

w w w
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X, %

%

U
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Reinforcement Learning
29

- RLis a general purpose framework for decision making
o RLis for an agent with the capacity to act
o Each action influences the agent’s future state
o Success is measured by a scalar reward signal

o Goal: select actions to maximize future reward
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Scenario of Reinforcement Learning

30|
()
Observation o, , Action a,
> E Lo/ 0
Reward r,

If win, reward =1

If loss, reward = -1

Otherwise, reward =0

Environment

Agent learns to take actions to maximize expected reward.
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Supervised v.s. Reinforcement

Material: http://opendialogue.miulab.tw

Supervised ’ﬁ “Hello” @ [Say i }>

~ Learning from teacher \
*ﬁ”Bye bye" [Say “Good bye”

&=
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Sequential Decision Making
Goal: select actions to maximize total future reward
o Actions may have long-term consequences
o Reward may be delayed
o It may be better to sacrifice immediate reward to gain more long-term reward
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Deep Reinforcement Learning

Observation

Function
Input

>

Used to pick the

best function

Action

Function
Output

Reward

<

Environment
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Reinforcing Learning
. Watera:hip//opendiloguemiuiobiw

Start from state s,
Choose action q,
Transit to s, ~ P(s,, a,)

Continue...
So —0—) S1 a1> S9 a2> S3 _(13_)
Total reward: R(s0) +vR(s1) + 7 R(s2) +

Goal: select actions that maximize the expected total reward

E[R(so) + vR(s1) + v R(s2) + - - -]
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Reinforcement Learning Approach

Material: http://opendialogue.miulab.tw

Policy-based RL

Value-based RL
o Estimate the optimal value function Q (S, a)

Model-based RL
o Build a model of the environment
o Plan (e.g. by lookahead) using model
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Oriented Dialogue Systems



Task-Oriented Dialogue System [ )
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Speech Signal Hypothesis
are there any action movies to
) see this weekend Language Understanding (LU)
3 ~ Speech * Domain Identification
Recognition | s User Intent Detection

Text Input * Slot Filling
- Are there any action movies to see this weekend?

= Semantic Frame
N request_movie
enre=action, date=this weekend

Dialogue Management (DM)

* Dialogue State Tracking (DST)

* Dialogue Policy

System Action/Policy A

request_location \

{ Backend Action / ]
Knowledge Providers

| Natural Language

Text response L Generation (NLG)
Where are you located?
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Language Understanding (LU)
. Materiakhtp://opendialogue.miulab.tw

- Pipelined

1. Domain 2. Intent
Classification Classification

3. Slot Filling
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LU — Domain/Intent Classification

B Mainly viewed as an utterance classification task

e Given a collection of utterances u, with labels ¢, D= {(u,,c,),...,(u,,c,)}
where c; € C, train a model to estimate labels for new utterances u,.

A find me a cheap taiwanese restaurant in oakland]

Movies Find_movie
Restaurants Buy tickets
Sports Find_restaurant
Weather Book_table

Music Find_lyrics



DNN for Domain/Intent Classification )

Material: http://opendialogue.miulab.tw

RNN and LSTMs for utterance classification

utt class

W,
utt class utt class utt class [ LSTM, H LSTM, ]_) =
N ~ Y, N
W,
0 ans n
N

R . B S S

<
=
=

<s> w; </s> <s> w; </s>
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https://www.microsoft.com/en-us/research/wp-content/uploads/2016/02/RNNLM_addressee.pdf

DNN for Dialogue Act Classification (Lee & Dernoncourt, 2016)
- Materal: htio/opendialoguemiviabiu_

RNN and CNNs for dialogue act classification

[ T

X1 X2 X3 B Xy X1
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LU — Slot Filling
s

\
* Given a collection tagged word sequences, S={((W; ,W; 5 ... W} 1),
() 0812wt D)y (W s Wo 20 W) ), (B 185 200l 2)) o0
As a sequence where ¢, € M, the goal is to estimate tags for a new word sequence.
tagging task )

2 flights from Boston to New York today ]

Entity Tag (@) 0O B-city O B-city I-city @)
Slot Tag 0] @) B-dept @) B-arrival  l-arrival B-date



RNN for Slot Tagging — | (vao et al, 2013; Mesnil et al, 2015)

~1 Variations:
a. RNNs with LSTM cells
b. Input, sliding window of n-grams
c. Bi-directional LSTMs

Wo Wi W; Wy Wy W; Wy, wy, Wo Wi W, Ww,
(a) LSTM (b) LSTM-LA (c) bLSTM
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http://131.107.65.14/en-us/um/people/gzweig/Pubs/Interspeech2013RNNLU.pdf
http://dl.acm.org/citation.cfm?id=2876380

RNN for Slot Tagging — Il (kurata et al., 2016; Simonnet et al., 2015)

Encoder-decoder networks

o Leverages sentence level information W

Wn W Wy W1

Attention-based encoder-decoder
O Use of attention (as in MT) in the o &t &2
encoder-decoder network
. . . . So S1 S2 Sn
O Attention is estimated using a feed- m
forward network with input: 4, and s, at wo wp wp  wy .
time ¢ '
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RNN for Slot Tagglng — |1l (Jaech et al., 2016; Tafforeau et al., 2016)

Multi-task learning

0 Goal: exploit data from domains/tasks with a lot of data to improve ones
with less data

o Lower layers are shared across domains/tasks
o Output layer is specific to task

Agreement B_A#Closure  null Closure
adv v vppart

forward

backward

oui il est ouvert
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https://arxiv.org/abs/1604.00117
http://www.sensei-conversation.eu/wp-content/uploads/2016/11/favre_is2016b.pdf

Joint Segmentation and Slot Tagging (zhai et a1, 2017)
- Materal: htio/opendialoguemiviabiu_

Encoder that segments
Decoder that tags the segments

R S R
much [ worse| o> L - | -

[ I I

<g> But it could be | | much worse

I I
But could”] be
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https://arxiv.org/pdf/1701.04027.pdf

Joint Semantic Frame Parsing
T

) )
e Slot filling and * Intent prejd.|ct|on
S intent prediction and slot filling
- in the same Pgrallzl- are performed
( output sequence s in two branches
) ( ) )
D T Flight
. taiwanese food (Intent)
: h, h, h, h,
: I ! ! I & et (Slot Filling)
E l T = I = T = T 0] FromLoc o] TolLoc
i from LA to Seattle I | ! I I
’~ R AN VA A ARA VAR
h, ¢ h,c, ¥ hy ©o¥ h, ¢

Slot Filling Intent Prediction


https://www.microsoft.com/en-us/research/wp-content/uploads/2016/06/IS16_MultiJoint.pdf
https://arxiv.org/abs/1609.01454

Contextual LU

Material: http://opendialogue.miulab.tw

Domain Identification => Intent Prediction - Slot Filling

D communication I send_email Si
U just sent email to bob about fishing this weekend er'll'll
v v v v v
S 0] @) O O l 0] l l l
B-contact_name B-subject I-subject I-subject
- send_email(contact_name="bob”, subject="fishing this weekend”)
- J
4 . MW~)T
U, sendemailto bfb Urp
S1 B-contact_name
- send_email(contact_name="“bob”)
U, zire we going to fish this weekend
32 B-message I-message I-message I-message
I-message I-message I-message

\9 send_email(message="are we going to fish this weekend”)
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Contextual LU
e Material: bt opendialogue.miulab.t

User utterances are highly ambiguous in isolation

Restaurant .
Booking _Book a table for 10 people tonight. >

@ich restaurant would you like to book a table ch @.
@ CCascaI for 6.

N

#people time
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Contextual LU (Bhargava et al., 2013; )

Leveraging contexts
o Used for individual tasks

Seqg2Seq model
o Words are input one at a time, tags are output at the end of each utterance

a, a;

! |
IO B
e i i e e e e e

Wi 4 Wi o Wi3 EOS Wz ¢ Wy Wy 3 EOS Waqp .o

Extension: LSTM with speaker role dependent layers
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https://www.merl.com/publications/docs/TR2015-134.pdf

End-to-End Memory Networks (sukhbaatar et al, 2015)
. Materialhtip:;//opendialogue.miulab.tw _

U: “i d like to purchase tickets to see deepwater horizon” I
S: “for which theatre”
U: “angelika”

my

S: “you want them for angelika theatre?”

U: “yes angelika”

S: “how many tickets would you like ?” # m
U: “3 tickets for saturday” °
S: “What time would you like ?” o
U: “Any time on saturday is fine” °

S: “okay, there is 4:10 pm, 5:40 pm and 9:20 pm” ' Mg

U: “Let’s do 5:40”
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E2E MemNN for Contextual LU )

Material: http://opendialogue.miulab.tw

1. Sentence Encoding 2. Knowledge Attention 3. Knowledge Encoding
m; = RNNmem(iﬂz’) T
i = softmax(u” m; h = Mmi 0 =
u = RNNju(c) P (u”mi) ZP mi 0 = Wig(h + u)

Knowledge Attention Dlstrlbutlon

Contextual = — = — RNN Tagger

: /
Sentence Encode: :
g Weighted
RNN,,..., Sum |
h
[
[

slot tagging sequence y

xfl] % >? Memory Representation
u Sentence f Inner
~
Encoder Product
RNN;,,
PP >0 'I 2 Wi |
X A Knowledge Encoding

C u Representation 0

history utterances {x;}
current utterance

Idea: additionally incorporating contextual knowledge during slot tagging
- track dialogue states in a latent way
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https://www.microsoft.com/en-us/research/wp-content/uploads/2016/06/IS16_ContextualSLU.pdf

Analysis of Attention

U: “i d like to purchase tickets to see deepwater horizon” =’ 0.69
S: “for which theatre”

U: “angelika”

S: “you want them for angelika theatre?”

U: “yes angelika”

S: “how many tickets would you like ?”

U: "3 tickets for saturday”

S: “What time would you like ?”

U: “Any time on saturday is fine”

S: “okay , there is 4:10 pm, 5:40 pm and 9:20 pm”
U: “Let’s do 5:40”

v

0.13

0.16

v
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Sequential Dialogue Encoder Network (sapna etal., 2017)

Bapna et.al., SIGDIAL 2017 Material:

Past and current turn encodings input to a feed forward network

BiRNN, } n



http://deepdialogue.miulab.tw/

Structural LU ¢ )

Material: http://opendialogue.miulab.tw

K-SAN: prior knowledge as a teacher

Input Sentence

Knowledge Encoding Module Knowledge-
Sentence .
Guided

rROOT .
/\/\ Encodmg Representation

show me thefllghts fromseattleto sanfrancisco

RNN Tagger
A

Inner
Product

\ knowledge-guided structure {x.}  J
— J
I

\

led Knowledge Attention Distribution
Knowege BN | | NN | ]

Encoding P

S ) :
Encoded Knowledge Representation il slot tagging sequence

N ===
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http://arxiv.org/abs/1609.03286

Structural LU ¢

Material: http://opendialogue.miulab.tw

Sentence structural knowledge stored as memory

Sentence S show me the flights from seattle to san francisco

Syntax (Dependency Tree)

ROOT
v
show
1. «
me flights
A/‘\b
2.
the from to
! ¥
3. seattle francisco

v
4.
San

Semantics (AMR Graph)

show
N

\4 you

flight —

O

San Francisco
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Structural LU (chen et sl 2016)

Sentence structural knowledge stored as memory

Dataset 1 — 4 3
(Small) -nonstOpﬂlghtsfrom salt lake to new on saturday april ninth

Dataset2 et T T
(Medium) -nonstopfhghts from salt Iake-to new-on saturday  april

Dataset 3 —
(Large) -nonstopfllghts from salt Iake-to new apri

flight_sto fromloc.city_name toIoc.otv_name depart_date. depart_date. depart_date.
day_name month_name day_number

Using less training data with K-SAN allows the model pay the similar attention
to the salient substructures that are important for tagging.
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LU Importance (ietal, 2017)
. Materialhttp://opendialogue.miulab.tw _
Compare different types of LU errors

10 Sensitivity to Intent Error 50 10 Sensitivity to Slot Error 50

0.8 40 0.8 40

o
[e2]
w
o

2]
L6 0f § E
b ko =
7] () 7] (0]
3 g 8 &
S 04 208 304 4 20 8
an z o <
02 o —— 13:0.00 intent error rate  1° 02 —— S4:0.00 slot error rate 1°
—— 14: 0.10 intent error rate —— S5: 0.10 slot error rate
—— 15: 0.20 intent error rate —— 86: 0.20 slot error rate
0 0 0 0
0 100 200 300 400 500 0 100 200 300 400 500
Simulation Epoch Simulation Epoch

Slot filling is more important than intent detection in language understanding
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https://arxiv.org/abs/1703.01008

LU Evaluation
. Materialhttp://opendialogue.miulab.tw _

Metrics
o Sub-sentence-level: intent accuracy, slot F1
o Sentence-level: whole frame accuracy
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Elements of Dialogue Management

-

@ Dialogue State Tracking

OO0 © O

What the system hears:

dialogue turns (Figure from Gasi¢)
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Dialogue State Tracking (DST)

Maintain a probabilistic distribution instead of a 1-best prediction for
better robustness to SLU errors or ambiguous input

Slot Value

# people 5(0.5)

time 5(0.5) How can | help you?
Slot Value How many people?

# people  3(0.8) ]
time 5(0.8)
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Multi-Domain Dialogue State Tracking (DST)

A full representation of the system's belief of
the user's goal at any point during the dialogue

Do you wanna take Angela
to go see a movie tonight?

| will be home by 6.
grab dinner before the
ie.

Movies Restaurants
How about some Mexican?
Date
Time m 7:30 pm t's go to Vive Sol and see
ferno after that.

Cuisine
Angela wants to watch the
Trolls movie.

Used for making API calls

Restaurant

k. Lets catch the 8 pm
how.
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Dialog State Tracking Challenge (DSTC)

(Williams et al. 2013, Henderson et al. 2014, Henderson et al. 2014, Kim et al. 2016, Kim et al. 2016)

Challenge

Domain

Data Provider

WV EITRLENE

DSTC1 Human-Machine  Bus Route CMU Evaluation Metrics
DSTC2 Human-Machine  Restaurant U. Cambridge User Goal Changes
DSTC3 Human-Machine  Tourist Information U. Cambridge Domain Adaptation
DSTC4 Human-Human Tourist Information I2R Human Conversation
DSTC5 Human-Human Tourist Information I2R Language Adaptation
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https://www.microsoft.com/en-us/research/event/dialog-state-tracking-challenge/
http://camdial.org/~mh521/dstc/
http://camdial.org/~mh521/dstc/
http://www.colips.org/workshop/dstc4/
http://workshop.colips.org/dstc5/

N N‘BaSEd DST (Henderson et al., 2013; Mrksié et al., 2015; Mrksi¢ et al., 2016)

t
Jordan RNN Ps Output layer

Hidden layer

Input layer

'
)
)
- ]
)
]

" -~ ~
<nil> . ~
N N
~ \\
.‘\
I . .
~ ~
N
~ ~
-
want <
E
.

* v.food

- sentence

2 :/// K
7
y
BTN
23NN

|:> s.food . 4 representation
<nil> 1.-1
Delexicalised CNN 15t conv. 2nd conv. 3rd conv. max-pool avg-pool

(Figure from Wen et al, 2016)
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http://www.anthology.aclweb.org/W/W13/W13-4073.pdf
https://arxiv.org/abs/1506.07190
https://arxiv.org/abs/1606.03777

Neural Belief Tracker (rcic et a1 2016)
B  ____________________________________ Material: http://opendialogue.miulab.tw _

System Output User Utterance Candidate Pair(s)
| Would you like Indian food? | [ No, how about Farsi food? | T e
food: Persian, ...
h 4 h 4
‘ Context Representation: [t t, t,] | ‘ Utterance Representation: [r] ‘ ‘ Candidate Representation: [c] ‘

gating mechanism

Context Modelling: [d, d.] | | Semantic Decoding: [d]

\//

‘ Binary Decision Making: [y] ‘



http://deepdialogue.miulab.tw/
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DST Evaluation

Dialogue State Tracking Challenges
o DSTC2-3, human-machine
o DSTC4-5, human-human

Metric

o Tracked state accuracy with respect to user goal
o Recall/Precision/F-measure individual slots
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Elements of Dialogue Management

, Dialogue Policy Optimization

actlons . . ]

What the user wants:

- ®O 60 ®06

What the system hears:

observations
>

dialogue turns

(Figure from Gasic)
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Dialogue Policy Optimization

Dialogue management in a RL framework

Environment

User

Natural Language Generation

l))) \

Material: http://opendialogue.miulab.tw

Language Understanding

Action A \ RewardR { Observation O

Dialogue Manager

- Optimized dialogue policy selects the best action that can maximize the future reward.
- Correct rewards are a crucial factor in dialogue policy training
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Reward for RL = Evaluation for System

Dialogue is a special RL task

m Human involves in interaction and rating (evaluation) of a dialogue
m Fully human-in-the-loop framework

Rating: correctness, appropriateness, and adequacy

- Expert rating high quality, high cost
- User rating

unreliable quality, medium cost

- Objective rating | Check desired aspects, low cost
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Reinforcement Learning for Dialogue Policy Optimization

User input (0) —> Language

Language
Response <—— (response)
generation

Social ChatBots Chat history

User current

InfoBots (interactive Q/A) question + Context

User current input +

Task-Completion Bots Context

S
understanding
Dialogue
/a
> N

Policy
a =mn(s)

Material: htt

Collect rewards

(s,a,1,5)

Optimize

e P -
-

=
g

*J‘d

System Response
Answers to current
question

System dialogue act w/
slot value (or API calls)

Q(s,a)

# of turns maximized;
Intrinsically motivated reward

Relevance of answer;
# of turns minimized

Task success rate;
# of turns minimized

opendialogue.miulab.tw
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Dialogue Reinforcement Learning Signal

Material: http://opendialogue.miulab.tw

Typical reward function

m -1 for per turn penalty

m Large reward at completion if successful
Typically requires domain knowledge
v/ Simulated user

¢ Paid users (Amazon Mechanical Turk)

® Real users

~The user simulator is usually required for dialogue
~ system training before deployment
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Neural Dialogue Manager

Material:

Material: http://opendialogue.miulab.tw

Deep Q-network for training DM policy
O Input: current semantic frame observation, database returned results

o Output: system action

Semantic Frame
request_movie

I
-
‘s

Simulated Use

T

\Lgenre:action, date=this weekend

DQN-based
Dialogue
Management
(DM)

A

\
<——>[ Backend DB ]
/

System Action/Policy
request_location


http://deepdialogue.miulab.tw/
https://arxiv.org/abs/1703.01008
http://deepdialogue.miulab.tw/

SL + RL for Sample Efficiency ¢ )

Material: http://opendialogue.miulab.tw

Issue about RL for DM

o slow learning speed
o cold start

Solutions

o Sample-efficient actor-critic i
Off-policy learning with experience replay "7 Tining Dislogues ™
Better gradient update

o Utilizing supervised data
Pretrain the model with SL and then fine-tune with RL

Mix SL and RL data during RL learning e s
Combine both o T ncen e

¥ —e— SL model
i

Success rate (%)

i
60 ot
I

-+ eNACER from scratch

Success rate (%)

0 500 1000 1500 2000
Training Dialogues
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https://arxiv.org/pdf/1707.00130.pdf

Online Training (

Material: http://opendialogue.miulab.tw

Policy learning from real users
o Infer reward directly from dialogues (Su et al., 2015)
o User rating (Su et al., 2016)

Reward modeling on user binary success rating

Hi, How may | help you?

| want some cheap Chinese food. Dialogue
Where in thecitywou!d you like? Embedding} Representation Reward )

Somewhere in the west, please. . > S u CCGSS/Fa | |
Yim Wabh is a nice Chinese place. FunCtlon J MOdeI l

Great, can you give me its address?
Itis at 24 Lensfild Road. Reinforcement
Ok, thank you, bye! . .
uery ratin Signal

Thanks, goodbye. Q y g g

!
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http://www.anthology.aclweb.org/W/W15/W15-46.pdf
https://www.aclweb.org/anthology/P/P16/P16-1230.pdf

Interactive RL for DM (shah et al, 2016)

. Explicit
Immediate g
Task-level
/ Action \ Reward Feedback
=
Implicit

\Nﬂion ¥ FeedbaM Is First Wok highly rated?
First Wok, Lucy's and Red Grill are
good options.

No stupid, | am asking if First Wok
is rated at least 3 stars?
Frustration

Repetition

Use a third agent for providing interactive feedback to the DM



http://deepdialogue.miulab.tw/
https://research.google.com/pubs/pub45734.html

Dialogue Management Evaluation
- Wateria: hupiopendialoguemitiabin

Metrics
o Turn-level evaluation: system action accuracy
o Dialogue-level evaluation: task success rate, reward
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Natural Language Generation (NLG)
. Materialhtip:;//opendialogue.miulab.tw _

Mapping semantic frame into natural language
inform(name=Seven_Days, foodtype=Chinese)

Seven Days is a nice Chinese restaurant
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Template-Based NLG

Material: http://opendialogue.miulab.tw

Define a set of rules to map frames to NL

Semantic Frame Natural Language

confirm() “Please tell me more about the product your are looking for.”
confirm(area=SV) “Do you want somewhere in the SV?”

confirm(food=S$V) “Do you want a SV restaurant?”

confirm(food=$SV,area=SW) “Do you want a SV restaurant in the SW.”

Pros: simple, error-free, easy to control
Cons: time-consuming, poor scalability
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Plan-Based NLG (Walker et al., 2002)

Material: http://opendialogue.miulab.tw

Divide the problem into pipeline

Sentence

Plan
Reranker

Inform(
name=Z_House,
price=cheap

)

Z House is a
cheap restaurant.

syntactic tree

o Statistical sentence plan generator (stentetal, 2009)
o Statistical surface realizer (pethlefs et al., 2013; cuayahuitl et al., 2014; ...

~ Pros: can model complex linguistic structures
- Cons: heavily engineered, require domain knowledge


http://deepdialogue.miulab.tw/

Class-Based LM NLG (Oh and Rudnicky, 2000)
. Materialhttp://opendialogue.miulab.tw _

Class-based language modeling Classes:
inform_area
P(X ’ C) — Z logp(f[;t ’ x()) xl? e 7'/'Ut*17 C) inform_address
. t “ee -
NLG by decodlng X" = arg max P(X | C) request_area
e X request_postcode
Language
e T + Dialog Manager
L I Pros: easy to implement/ understand, simple rules
e e S - Cons: computationally inefficient |
v L
i obigmapemrio
¥ }
[ Best Utterance ]
What time on {depart_date}
v Complete Utterance
Slot Filling 'L What time on Mon, May 8th?
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http://dl.acm.org/citation.cfm?id=1117568

RNN-Based LM NLG [ )

Material: http://opendialogue.miulab.tw

Input  inform(name=Din Tai Fung, food=Taiwanese) dialogue act 1-hot
representation
[ o0100,.,100,..,1,0,00,0,0... ]<— P
SLOT_NAME serves SLOT_FOOD . <EOS>

conditioned on -

the dialogue act >\T‘ >LTJ i

|:> <BOS> SLOT_NAME  serves SLOT_FOOD
Output

<BOS> Din Tai Fung  serves Taiwanese

delexicalisation ~< —
Q WEight t\D
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http://www.anthology.aclweb.org/W/W15/W15-46.pdf#page=295

Handling Semantic Repetition

. Materialhttp;//opendialogue.miulab.tw _
Issue: semantic repetition
o Din Tai Fung is a great Taiwanese restaurant that serves Taiwanese.
o Din Tai Fung is a child friendly restaurant, and also allows kids.
Deficiency in either model or decoding (or both)
Mitigation
O Post-processing rules (oh & Rudnicky, 2000)
O Gating mechanism (wen etal,, 2015)

O Attention (Meietal., 2016; Wen et al., 2015)
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Semantic Conditioned LSTM

N

Material: http://opendialogue.miulab.tw

Original LSTM cell
i = o(Wy;x; + Wp;h_)

fo = o(Wyrx¢ + Wprh,_q)

o, = c(Wy,0X, + Wy,,h,_;)
¢, = tanh(W,, . x; + Wy, h,_;)

. N LSTM cell
¢, = f:0¢,; +i,0¢,

h, = 0,® tanh(c,) dis
Dialogue act (DA) cell
r, = o(WyrX¢ + Wyshe ) do
Xe | hes
d; =r,©Od;_; dialog act 1-hot
0,0100,.,100,..,1,0,0, .. ) representation
. Inform(name=Seven_Days, food=Chinese)
ModifyC T TormEmemeER R desnes |

Idea: using gate mechanism to control the
¢ = f:Oc,_1 + i, O + tanh(Wy.d,) ~ generated semantics (dialogue act/slots)
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http://www.aclweb.org/anthology/D/D15/D15-1199.pdf

Structural NLG (Dusek and Jurcicek, 2016)
. Materialhtip:;//opendialogue.miulab.tw _

inform(name=X-name,type=placetoeat,eattype=restaurant,

Goal: NLG based on the syntax tree sreasrherside food=laln)
o Encode trees as sequences el

o Seq2Seqg model for generation /Bﬁ

X-name /restaurant
n:subj n:obj

Italian river
adj:attr n:near+X

( <root> <root> ( ( X-name n:subj ) be v:fin ( ( Italian adj:attr ) restaurant n:obj ( river n:near+Xx))))
X-name n:subj be v:fin Italian adj:attr restaurant n:obj river n:near+X

¥

X Is an Italian restaurant near the river.

[ )

,,,[g§taura nt . <STOP>

TEEES
- B - B BB B T

inform name X-name inform eattype restaurant <GO> X is a restaurant
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https://www.aclweb.org/anthology/P/P16/P16-2.pdf#page=79

Contextual NLG (Dusek and Jurcicek, 2016)
. Materiakhttp;//opendialogue.miulab.tw _

. 1 ’ receding user utterance
G Od I . d d d ptl ng USers Way Of pis thereganother option “ co::j%)gi-g:vsare
Spea ki ng, p rovidin g Cco ntext- inform(line=M102, direction=Herald Square,
vehicle=bus, departure_time=9:01am,
aware res p onses from_stop=Wall Street) typical NLG
a A from
o Context encoder =

There is a bus at 9:01am from Wall Street

to Herald Square using line M102.
(m] Seq ZSeq mOdel contextually bound response

Base model

Prepending context
DA engoder decoder with attention

e P — B~~~
. !
il lhlre l schldule fir NUMTBER AMTPM infmn_nl_matm 1 DEF'ARTTURE_TIMEN amTpm Al\.iTF'M\@,_.,'"_,r ___, ;,'

departure_time inform_no_match ‘-

o] o] Tele ’1-1-1

—» schedule for DEPARTURE_TIME AMPM  not  found .  <STOP>

<GO> schedule for DEPARTURE TIME AMPM nut found

Context encoder

o~ -~ -

is there a  schedule for NUMBER AMPM
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https://www.aclweb.org/anthology/W/W16/W16-36.pdf#page=203

Controlled Text Generation (Hu et al., 2017)

Idea: NLG based on generative adversarial network (GAN) framework
O c: targeted sentence attributes

|
I
> Generator » X

X > Encoder » Z c

Discriminators
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https://arxiv.org/pdf/1703.00955.pdf

NLG Evaluation

Material: ht opendialogue.miulab.tw

Metrics

o Subjective: human judgement (stent et al., 2005)
Adequacy: correct meaning
Fluency: linguistic fluency
Readability: fluency in the dialogue context
Variation: multiple realizations for the same concept
o Objective: automatic metrics
Word overlap: BLEU (papineni et al, 2002), METEOR, ROUGE

Word embedding based: vector extrema, greedy matching, embedding average
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Outline
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E2E Joint NLU and DM (Yang et al., 2017)

Errors from DM can be propagated to NLU for
regularization + robustness

System Actions at j+1

oM w'\

A
Intents
utterj 1 utter

Baseline (CRF+SVMs) 7.7 33.1
Pipeline-BLSTM 12.0 36.4
JointModel 22.8 374

o | el

utterj_3 utter] >
Slot Tagging Slot Tagglng Slot Tagglng Slot Tagglng

Both DM and NLU performance (frame accuracy) is improved
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https://doi.org/10.1109/ICASSP.2017.7953246

E2E Supervised Dialogue System )

Material: http://opendialogue.miulab.tw

Intent Network :: Generation Network !

<v.n€_me> serves great <v.food>

Can | have <v.food>

S !_Policy Networlg

..
1
|
1
|
1
|
1
|
1
|
1
|
1
|
1
|
1
|
1
|
&)
©
)
=) :
= .'-‘-
&t

Korean

|

1

|

1
I |
' |
1 0.7 T i
: British : ImysaL query: |[dolz]  [4]= :
1 02 ) . 11| “Select * where| |33 .. (5] o |
I French I : food=Korean” §§ IR
01 I ® g ]!
' Iy qt I
: Iy Database |,
I Can | have korean Belief Tracker I:_ L _Dgtgb_as_e_OPe_ra_tclr_ 1
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E2E MemNN for DiaIOgUES (Bordes et al., 2017)
. Materialhttp://opendialogue.miulab.tw _

Split dialogue system actions into = N

Hello, what can I help vou with today?

T'd like to hook a table for six people in an expensive price range with British food, Task 1
subtasks o ~
e TR Issuing API calls
In London.
issui N ] <
o APl issuing )
Actually i would prefer for four.

Sure. Is there anything else to update? Task 2
No. Updating API calls

Ok let me look into some options for

o APl updating

* Tho_Place R_pnong Tac_Plzco phone
* The Place R_cuisine britisk
: M M * The_Place R_address The_2.ace_address
O tion displavin * ThePlece Rlosation lorgar
* The Place R availability four
* The_Flace R_pr:
+ The_Place R_rat

expensive
g 7
* The Fancy Fub R phone The Fancy Pub phcne

o Information informin R e LS
4 The_Fancy Pub 3 address The Fancy Pub_adiress

* The_Fancy Pub 2 _localion -ondon Task 3
lability toar

* The_Fancy_Pud X_a

Task Memory Networks i S ne e e e Displaying options
no match type  + match type R AL B R .

TT: Tssuing API calls 999 (99.6) 100 (100) e E—

T2: Updating API calls 100 (100) 98.3 (83.9) Sure, let me find an other option for you.

T3: Displaying options 749 (2.0 749 (0) G Blhistdd oA ik g ihIs gt THE PGS /

T4: Providing information 59.5 (3.0 100 (100) > TR e

T5: Full dialogs 96.1 (49.4) 93.4 (19.7) Can you provide me the address? )

TI(OOV): Issuing APIcalls | 723 (0) 96.5 (82.7) _— Herm We The Plite alles.

TZ(OOV) UPdﬂting APIcalls | 78.9 0) 94.5 (48.4) i Is there anything else I can help you with? Tas',( 4 ; y

T3(OOV): Displaying options | 74.4  (0) 752 (0) No thanks. Providing;extra:nformation

T4(OOV): Providing inform. | 57.6  (0) 100 (100) \_ Youre welons: y

TS(OQV): Bl dialog.s 9.5 © 77.7_©) Task 5 Conducting full dialogs

T6: Dialog state tracking 2 41.1  (0) 41.0 (0)
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E2E RL-Based KB-InfoBot )

Material: http://opendialogue.miulab.tw

Entity-Centric Knowledge Base

je=?: =Bi . =199
Movie=?; Actor=Bill Murray; Release Year=1¢ Release

Year

Movie Actor

-y Find me the Bill Murray’s movie. Groundhog Day Bill Murray 1993
_ [ When was it re/eased?g Australia Nicole Kidman X
™/ think it came out in 1993, Mad Max: Fury Road X 2015

User ( Groundhog Day is a Bill Murray \( KB-InfoBot ii
movie which came out in 1993. Ap AN

User  KB-InfoBot

Utterance
4{ Belief Trackers ]7

"PeT Ye

Average Rewards
o
=)

/’/ ~
[ /
AN
-
|

0.7
A SimpleRL-NoKB
e o — SimpleRL-HardKB
System 65 4 —  SimpleRL-SoftkB
Action ) ; VA — End-to-End
‘—[ P0||CV Network H Beliefs Summa ry ’ 0435600 100000 150000 200000 250000 300000 350000 400000

Number of Dialogues
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E2E RL-Based System (Zhao and Eskenazi, 2016)

Joint learning

o NLU, DST, Dialogue Policy
Deep RL for training

o Deep Q-network

o Deep recurrent network

(eYeoYe)
[ tann ]

[tanh ] [[ann ] [

Ce0@ee @oo

A
LOE 5
|
*4“ ‘ :
» LST™M b1

3 X LY ]
) SOOO)(OOO: CXI
LST™M 1 LSTM LN

OO OO0 O®e

Win Rate

5 8§ & & & 8

Utterence

i Dialog Acts '
; Entities 1
! NLU »| State Tracker| |
1
1
:
""""""""" : Dialog 1
: State |
I 1
(]
1 1
i y i
1 I
NLG Verbal Dialog Policy |
Action , :
L i J

Hybrid-RL
RL
Baseline
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E2E LSTM-Based Dialogue COﬂthl (Williams and Zweig, 2016)

Idea: an LSTM maps from raw dialogue history directly to a distribution
over system actions

o Developers can provide software including business rules & programmatic APIs
— LSTM can take actions in the real world on behalf of the user

o0 The LSTM can be optimized using SL or RL
o 4]

> call Jason williams —

(2] o
office or cellphone? < M W:
(12)

Renormal- Sample
ization action

| Qm—|
Text

>
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E2E Task-Completion Bot (TC-Bot) ( )

Material: http://opendialogue.miulab.tw

Time t-
Text Input Time t-1 w. w.

Are there any action movies timet
to see this weekend?

Natural Language Generation (NLG)

W W W, EOS S i
Semantic Frame
: request_movie
<slot> intent: .
genre=action,

date=this weekend

User Dialogue Action System Action /

Inform(location=San Francisco) Policy
1

request_location
I—) User Agenda Modeling <€ |

User Simulator

Idea: supervised learning for each component and reinforcement learning for
end-to-end training the neural dialogue system
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https://arxiv.org/abs/1703.01008

E2E Task-Completion Bot (TC-Bot) )

User goal: Two tickets for “the witch” tomorrow 9:30 PM at regal meridian 16, Seattle.

RULE BASED SYSTEM
User: Can | get 2 tickets for the witch?
Agent: Which theater do you want?
User: Regal meridian 16
Agent: What time would you like to see it?
User: 9:30 pm
Agent: What date would you like to see it?
User: Tomorrow! —
Agent: How many people are you?
User: Just two adults.
Agent: What is your location?
User: Seattle!

(Agﬁ What kind of video format do%u like?
User: Oh, any kind is okay.
Agent: Do you have any price constraint?
User:No,ldontcare. . __ __ __ )
Agent: Great - | was able to purchase 2 tickets for
you to see the witch tomorrow at regal meridian 16
theater in Seattle at 9:30 pm.
User: Thank you.
Agent: Thank you!

— — —r

REINFORCEMENT LEARNING SYSTEM

User: Can | get 2 tickets for the witch?

Agent: What date would you like to see it?

User: Tomorrow

Agent: Which theater do you prefer?

User: Regal meridian 16

Agent: What is your location?

User: Seattle

Agent: What time would you like to see it?

User: 9:30 pm.

Agent: Great - | was able to purchase 2 tickets for
you to see the witch tomorrow at regal meridian
16 theater in Seattle at 9:30 pm.

User: Thanks.

Agent: Thanks!

RL Agent

The system can learn how to efficiently
interact with users for task completion

0 100 200 300 400 500 600
Simulation Epoch
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Hierarchical RL for Composite Tasks (peng et al., 2017)

Set of tasks that need to be fulfilled collectively!
Build a dialog manager that satisfies cross-
subtask constraints (slot constraints)
Temporally constructed goals

Travel Planning

Book Local \
Travel (bus,
ship, etc)
Book
Restaurant
r . hotel_check_in_time > departure_flight_time
Acti *  #light_tickets = #people checking in the hotel
ctions . hotel_check_out_time< return_f{light_time,
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Hierarchical RL for Composite Tasks (peng et al., 2017

©1 The dialog model makes decisions over two levels: meta-
controller and controller

-1 The agent learns these policies simultaneously

Dialogue Extrinsic Dialogue . .
action reward states o the policy of optimal sequence of goals to follow 7, (ger St 61)
Met o Policy mg 4(as, ge, S¢; 82) for each sub-goal g,
eta- ‘ Top-level dialogue «—
policy learning

Contro I I er Top-level Dialogue Policy Ty (ge; S¢)

lSubgoal .
| Low-level dialogue « y
Controller HEE) T poiiyleaming )

. o ay, J1— Az, J1—U3, 91 Ay, J2—0s5, 92 — A6, 92
Dialogue Intrinsic
action reward

Low-level Dialogue Policy Ttq,q(as; Ses 9¢)

Agent 91 ST
. . St — —0> T Mag(anseg) ——a
(mitigate reward sparsity issues) g, 0 - N
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Social Chat Bots



Social Chat Bots

Material: http://opendialogue.miulab.tw

The success of Xiaolce (/)VK)
Problem setting and evaluation

o Maximize the user engagement by automatically generating

0 enjoyable and useful conversations

Learning a neural conversation engine

o A data driven engine trained on social chitchat data ( ; )

o Persona based models and speaker-role based models ( : Luan+ 17)
o Image-grounded models ( )

o Knowledge-grounded models ( )
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http://arxiv.org/abs/1510.03055
https://arxiv.org/pdf/1603.06155.pdf
https://arxiv.org/abs/1701.08251
https://arxiv.org/abs/1702.01932

Outline

Material: http://opendialogue.miulab.tw

PART I. Introduction & Background Knowledge
PART Il. Task-Oriented Dialogue Systems
PART lll. Social Chat Bots

o Neural Response Generation

o Response Diversity
0 Response Consistency
o Deep Reinforcement Learning for Response Generation

o Combining Task-Oriented Bots and Social Chat Bots

PART IV. Evaluation
PART V. Recent Trends and Challenges
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Neural Response Generation (sordoni+ 15; Vinyals & Le 15;

Shang+ 15)
. Materiakhtip;//opendialogue.miulabiw_

Source: conversation history

. because of your game? J EOS Yeah I'm on my
YY) e00e e0ee YY) YY) YY) YY) o000 o000
JV v JV A 4 A 4 JV v JV v
0000 —> 0000 2000 o000 > 0000 o000 YYY) > 0000 YI
encoder decoder
N v A v A
YY) YY) YY) YY) YY)
Target: response Yeah I'm on my way



http://deepdialogue.miulab.tw/

ChitChat Hierarchical Seq2Seq (serban et al., 2016)

Learns to generate dialogues from offline dialogs
No state, action, intent, slot, etc.

what ' s wrong ? </s> i feel like i ' m going to pass out . </s>

W21 “ e W2 N, w31 w0 W3, N

prediction

decoder
initial hidden state

context Clo)
hidden state . oo
O
o O
g (®)
il Y tt O utterance
hidden state utterance .
representation representation
g~ 8
©O ©e® ©Oo
Wi,1 o & 08 W1,N, wa 1 e e . W2N,

mom , i don 't feel so good </s> what ' s wrong ? </s>
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ChitChat Hierarchical Seq2Seq (serban etal., 2017)

A hierarchical seq2seq model with Gaussian latent variable for generating
dialogues (like topic or sentiment)

w: ¥ % i wo N w: e s e w3 NW
2.1 N2 o w31 3, N3
prediction

Lo
pe/'e meit ey, /'o =

latent variable =~ ‘o
nz&ffbn
oy \é

prior parameterization

(&)
» 9 >
7. Lol
O

~
context ~

hidden state s 8
©e QO

encoder hidden state
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Neural Response Generation: Blandness Problem

Material: http://opendialogue.miulab.tw

How was your weekend?

| don’t know.

What did you do?

| don’t understand what you are talking about.

This is getting boring...

Yes that’s what I'm saying.
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Outline
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Mutual Information for Neural Generation | )

Mutual information objective

T = arg max { log PS5, 1) }

T p(S)p(T> Bayes’ rule
T = arg max { log p(T'|S)|— )\logp(T)}
T
standard anti-LM Bayes’ theorem
likelihood

) p(target|source)
T = argmax{(l — )\) logp(T|S) —|—)\10gp(S\T)}\ G—

T p(source|target)
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Mutual Information for Neural Generation [ )

Material: http://opendialogue.miula

large A makes
/ output ungrammatical

T = arg max { logp(T'|S) — )\logp(T)}
used in rescoring

T
T = arg max {(1 — A logp(T|S) +[\logp(S|T)
T
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Lexical Diversity

# Distinct Tokens in

generated targets (0.1
(divided by total #)

0.08

0.06

0.04

0.02

0

SMT system

Standard
LSTM

LSTM + MMI LSTM + MMI
(antiLM) (bidirectional)
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Sample Outputs (Baseline: Maximum Likelihood)

Material: http://opendialogue.miulab.tw

Wow sour starbursts really do make your mouth water... mm drool.
Can | have one?

Of course!

ﬂ Milan apparently selling Zlatan to balance the boks... Where next, Madrid?

'*/-t'

| don’t know.

‘tis a fine brew on a day like this! Strg 32% of the responses:
“I don’t know”

I'm not sure yet, “I don’t know what you are talking about”
“I don’t think that is a good idea”

. I/Oh d//
Well he was on in Bromley a w my go

| don't even know what he's talking about.
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Sample Outputs (MMI)

Material: http://opendialogue.miulab.tw

Wow sour starbursts really do make your mouth water... mm drool.
Can | have one?

Of course you can![They’re delicious!

ﬂ Milan apparently selling Zlatan to balance the books...|Where next, Madrid?

| think he'd be aIi good signing.i T

‘tis a fine brew on a day like this! Strong though,|how many is sensible?
Dependsjon how much you drink!

Well he was on in Bromley a while ago... still touring.

I’'ve never seen him live.
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Sample Outputs (MMI)

Material: http://opendialogue.miulab.tw

Wow sour starbursts really dojmake your mouth water}.. mm drool.
Can | have one?

Of course you can! They’reldelicious!

| think he'd be ajgood

ﬂ Milan apparentl

‘tis a fine|brew on a day like this! Strong though, how many is sensible?
Well he was on in Bromley a while ago...|still touring
I've neverm_I

Zlatan to balance the books... Whee next,|Madrid?

>y,

'*/-t'
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Real-World Conversations

- Multimodality
o Conversation history
o Persona

o User profile data
(bio, social graph, etc.)

O Visual signal
(camera, picture etc.)

context
encoder

tripadvisor®
The
. SAtORI | PG

®

B Yeah !
o Knowledge base ecause of EOS 'm
0 MOOd eeee eeee 0000
o Geolocation
. A\ 4 A\ 4 A\ 4
o Time 000 > 0000 —> YY) I
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Personalized Response Generation (Liet al., 2016)

100

a —
= 2 w3 g u.s. london =
= oflynny2 england 2
B o ‘ 3 great o
£ / Rob_712 &
S s Dreamswalls = " g good 5
] - caun e ° ©
o - 9
§ | monday live By | E
g - This_I: | tuesday o
o : Dig?itznl’m.'\h- . stay §
& , ’ pe i e
z _ }_ _ \:
where do you Iive‘ I Rob IEOS Rob in Robengland Rob
\ | |
(ITY) (ITY) (ITY) (ITY) | e0cei 0000 | ecee| 0000 eeee 0000 | eeee 000e
-
) 4 4 4 v
0000 ——> 0000 ———> 0000 ———> 0000 > 0000 > 0000 > 0000 —————> 0000
in england . . EOS

—
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Persona Model for Speaker Consistency (Lietal, 2016)

Baseline model:

Persona model using speaker embedding [Li+ 16b]

message Where is your hometown?
response | live in
message Where are you from?

response lEné]and,lyﬂu?

message In which city do you live now?
response 1 live infJakarta. |
message In which country do you live now?
response | live in{Indonesia.

message  Where is your hometown?
response 1'm from
message Where are you from?
response 1'm fro

message In which city do you live now?
response | live i

message In which country do you live now?
response 1 live i England. |

message What is your major?

response [Business Jyou?

message What did you study in college?
response | P:-;},rchﬂlugy] you?

message How old are you?
response I’m
message What is your age?
response l’m

message What is your major?
response |Business.|You?

message What did you study in college?
response | distudies.

message How old are you?
response l’m
message What is your age?
response I’mll_&l
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Speak-Role Aware Response (Luanetal., 2017)

Speaker independent
Conversational model

Context Response
AR earaemEEERESEAEEREEEERSRSEEEERRERSRSREREERRRRRRRRREEES .
000 > 000)] >000——> 000} > 000 > 000 :
A A A i A A A
——= O [e00] : [eee (000 (000
Who are you i I ‘m Mary
Written text ! Written text i
|.33.' > 000 :IOQOl :lOQOI ::&:L glill giill > 000 :
A 4 y H Y .
O o0 O [ee®] : [ee® 000 000 000 |
My name is Mike My name i Mike
Speaker dependent

Auto encoder model

parameter sharing
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Speak-Role Aware Response (Luanetal., 2017)

Speaker role: support person
Domain expertise: technical
Speaking style: polite

Context: have you tried uninstalling nike+ connec? how about docking it to a different computer?
Input: Tried both of those techniques. But nothing works. I can try the other computer again.
Baseline: Let me know if there’s anything else I can help you with. Thanks for the help.
Multitask: Have you tried using a different browser? Let us know if you have any other questions.

Context: What do you see when you have a failed login attempt? Never ending spinner? Loop you back to login page?
Input: I am getting a loop back to login page, windows.

Baseline: Ah, ok. Thanks for the info. I'll check it out. Thanks for the feedback.

Multitask: I'm sorry to hear that. Have you tried clearing your cache and cookies?

Context: To clarify: your first run after resetting your connection will not post to Facebook. Does this help? Let us know.
Input: That’s correct. 1 reset it twice! It still doesn’t work.

Baseline: Let me know if there’s anything else I can help you with. Thanks for the update.

Multitask: I’m sorry to hear that. Are you receiving any error messages? Let us know.
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Deep RL for Response Generation ( )

RL agent generates more interactive responses

RL agent tends to end a sentence with a question and hand the
conversation over to the user

Next step: explore intrinsic rewards, large-scale training

Input message Supervised Learning Agent Reinforcement Learning Agent
How old are you ? I'm 16. I'm 16, why are you asking ?
What's your full name ? I have no idea . What's yours ?
I don’t want to go home tonight. Really ? Why ?
Do you have any feelings for me ? I don’t know what you are talking about. I don 't want to hurt your feelings .
How much time do you have here? Not long enough. Sorry, sir. Ten seconds .
Shall we get started ? Of course ! Yes . We "ve got a lot of work to do here .
Do you play football ? No, i don’t Yes. I love football !
We’d have to talk to him. I mean, he’s a good guy About what ?

How come you never say it? Because I don’t want to hurt you . I don ’t think it s a good idea to say it .
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Chit-Chat v.s. Task-Oriented

E——)
—
Social Chat Task-Oriented
Engaging, Human-Like Interaction Task Completion, Decision Support
(Ungrounded) (Grounded)

The weather is so depressing these days.

s

| know, | dislike rain too. ,
What about a day trip to eastern Washington? e ®

Any recommendation? S - 3

Try Dry Falls, it’s spectacular! (
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Image-Grounded Dialogues (viostafazadeh et al., 2017)

Neural model, trained on 250K Twitter convos: ~ Given data, other signals can be exploited in

“Turn 1: tweet + accompanying photo the same way: program state, database info,
| geolocation, etc.

-Turn 2: tweet is a question

Tweet: some of the damage done  Tweet: my poor baby moms saying it 's Tweet: as penitence | offer this
NeuroCon: Is that at your house?  probably totaled so rip Bessie NeuroCon: can | have one of those?
NeuroCon: How did you manage to do that?
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Knowledge-Grounded Responses (Ghazvininejad et al., 2017)

Dialogue
Encoder

- Going to Kusakabe tonight Try omakase, the best in town \

—_—

———

Conversation History Response
Fact Encoder

I — ‘ . )
—
EE—
= Amazing sushi tasting [...]
—

\ World “Facts” \ Contextually-Relevant “Facts” )
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Conversation and Non-Conversation Data

Material: http://opendialogue.miulab.tw

Kisaku
aﬁ L 515 reviews

$$ - Sushi Bars, Japanese

~ You know any good A restaurant in B?

u Try C, one of the best D in the city. L = 2 , “*
Conversation Data ‘ : o — .
Knowledge Resource
You know any good Japanese restaurant in Seattle? ‘

Try Kisaku, one of the best sushi restaurants in the city.
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Knowledge-Grounded Responses )

pterpational Airport (LAX) - [...] w/ 70 others

itine the celebs at Los Aneeles
: Nice airport terminal. Have a safe flight.

B
A: Is that [...] in your photos? It’s on my list of places to visit in NYC.

B: Don’t forget to check out the 5th floor, while you are here, it’s a great view.
A

B

: Listen to Lisa Paige

A: Been craving Chicken Pot Pie-who has the best? Trying [...] at [...] Must be Change of weather!
B: Love the pasta trattoria.

A: So [...] 1s down to one copy of Pound Foolish. I'm curious to see if they are re-ordering it.
B: Check out the video feed on 6 and take a picture of the Simpsons on the 3rd floor.

wish WO in 1ce 2 er vegetarian opti

11d ] ) WH n besides the shroomburger. It’s delicious but kind of ridiculous.
: This is the best j.crew in the world. Try the lemonad

e!
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Evaluation



Dialogue System Evaluation

Dialogue model evaluation
o Crowd sourcing
o User simulator

Response generator evaluation
o Word overlap metrics
o Embedding based metrics
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o Objective Evaluation
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Crowdsourcing for Dialogue System Evaluation )

Q1 Do you think you understand from the dialog
what the user wanted?
Opt 1) No clue 2) A little bit 3) Somewhat
4) Mostly 5) Entirely
Aim elicit the{ Worker’s conﬁdence]in his/her ratings.
Q2 Do you think the system is successful in providing

the information that the user wanted? - Q2
Opt 1) Entirely unsuccessful 2) Mostly unsuccessful . Q5
3) Half successful/unsuccessful 0.81 1
4) Mostly successful 5) Entirely successful o
Aim elicit the Worker’s perception of whether the dialog § 0.6¢
haslfulfilled the informational goal of the user. <
Q3 Does the system work the way you expect it? g 04t
Opt 1) Not at all 2) Barely 3) Somewhat
4) Almost 5) Completely 0.2f
Aim elicit the Worker’s impression of whether the dialog

(Aow suits general expectations. )
Q4 Overall, do you think that this is a good system?

Opt 1) Very d .
Aim elicit thq Worker’s overall impression of the SDS. The normalized mean scores of Q2

TaskComplete OutofScope  Taskincomplete

Q5 What category do you think the dialog belongs to? and Q5 for aPPrOVEd ratings in each
Opt 1) Task is incomplete ~ 2) Out of scope C’c‘ltegory. A higher score maps to a
3) Task is complete higher level of task success

Aim : 1 f whether the
dialog reflects task completion.
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User Simulation -

Material: http://opendialogue.miulab.tw

Goal: generate natural and reasonable conversations to enable reinforcement

learning for exploring the policy space
‘5 Dialogue ’\5_ Simulated User
N Corpus
Real User T l Interaction
Dialogue Management (DM)
* Dialogue State Tracking (DST)
* Dialogue Policy

Approach
o Rule-based crafted by experts (Li et al., 2016)
o Learning-based (Schatzmann et al., 2006; El Asri et al., 2016, Crook and Marin, 2017)
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_User Simulation
<

Error Model
* Recognition error
* LU error

A
User Model <€

Elements of User Simulation

Distribution over
user dialogue acts
(semantic frames)

>

Material: http:

opendialogue.miulab.tw

Dialogue Management (DM)

( Dialogue State
L Trackipg(DST) )

~

\ 4

\ /

Reward Model

System dialogue acts

Dialogue Policy

d

Optimization

I

Backend Action

/
Knowledge Providers
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Rule-Based Simulator for RL Based System (Lietal., 2016)
- Materal: htio/opendialoguemiviabitu_
rule-based simulator + collected data

starts with sets of goals, actions, KB, slot types
publicly available simulation framework
movie-booking domain: ticket booking and movie seeking

provide procedures to add and test own agent

I class AgentDQN(Agent):
def run_policy(self, representation):
"" epsilon-greedy policy """

if random.random() < self.epsilon:

6 return random.randint (@, self.num_actions - 1)

7 else:

8 if self.warm_start == 1:

9 if len(self.experience_replay_pool) > self.experience_replay_pool_size:
10 self.warm_start = 2

11 return self.rule_policy()

12 else:

13 return self.dgn.predict(representation, {}, predict _model=True)

15 def train(self, batch_size=1, num_batches=100):
16 """ Train DQN with experience replay """

18 for iter_batch in range(num_batches):

19 self.cur_bellman_err = 0

20 for iter in range(len(self.experience_replay_pool)/(batch_size)):

21 batch = [random.choice(self.experience_replay _pool) for i in xrange(batch_size)]
22 batch_struct = self.dgn.singleBatch(batch, {’gamma’: self.gamma}, self.clone_dgn)
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Model-Based User Simulators
. Material http://opendialogue.miulab.tw _
Bi-gram models (Levin et.al. 2000)

Graph-based models (Scheffler and Young, 2000)
Data Driven Simulator (Jung et.al., 2009)
Neural Models (deep encoder-decoder)
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Seq2Seq User Simulation )

Seqg2Seq trained from dialogue data

O Input: ¢; encodes contextual features, such as the previous system action,
consistency between user goal and machine provided values

o Output: a dialogue act sequence form the user

Extrinsic evaluation for policy

of the sequence of
dialogue contexts

STense

CH Co

Internal representation O ool
!

\; Decoder "/

Encoder
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SquSeq User Simulation (Crook and Marin, 2017)

Seqg2Seq trained from dialogue data
o No labeled data
o Trained on just human to machine conversations

" GRU  “—-» GRU BB  CRl  memeee_. Simulated User response
I_GRU | -)I_GRU _I-P fl_GRU O : .
A A A ! remind me <EQS>

Separate Context + + *

----}'_ GRU _l-b--- GRU GRU .- GRU Dense LSTM LSTM .-

I —
A
®Concatenated Context S}?temprompt T T

<BOS> when ? <BOS> remind ... tomorrow
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User Simulator for Dialogue Evaluation Measures

142

sy Understanding Ability

e whether constrained values specified by users can be understood by the system
e agreement percentage of system/user understandings over the entire dialog (averaging all turns)

sl Efficiency

e Number of dialogue turns
* Ratio between the dialogue turns (larger is better)

mumd Action Appropriateness

e an explicit confirmation for an uncertain user utterance is an appropriate system action
e providing information based on misunderstood user requirements
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How NOT to Evaluate Dialog System )

How to evaluate the quality of the generated response ?

o Specifically investigated for chat-bots =
o Crucial for task-oriented tasks as well 1

.
Metrics:

o Word overlap metrics, e.g., BLEU, METEOR, ROUGE, etc.

o Embeddings based metrics, e.g., contextual/meaning
representation between target and candidate
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Dialogue Response Evaluation (Loweetal, 2017)

Material: http://opendialogue.miulab.tw

Problems of existing automatic evaluation
o can be biased

o correlate poorly with human judgements of response Context of Conversation
quality Speaker A: Hey, what do you want
. . . ight?
O using word overlap may be misleading to do tonight

_ Speaker B: Why don’t we go see a
Solution movie?
o collect a dataset of accurate human scores for variety

of dialogue responses (e.g., coherent/un-coherent,

Model Response

relevant/irrelevant, etc.) Nah, let’s do something active.

O use this dataset to train an automatic dialogue Reference Response
evaluation model — learn to compare the reference to Yeah, the film about Turing looks
candidate responses! great!

o Use RNN to predict scores by comparing against human
scores!

Towards an Automatic Turing Test
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Recent Trends and Challenges

Multimodality
Dialogue Breath
Dialogue Depth
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o Dialogue Breath

o Dialogue Depth
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Brain Signal for Understanding ( )

Misunderstanding detection by brain signal
o Green: listen to the correct answer
o Red: listen to the wrong answer

o T
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Video for Intent Understanding

Material: http://opendialogue.miulab.tw

gee a movie on TV! ] | J\,L
Intent: turn _on_tv

Proactive (from camera)

[ May | turn on the TV for you? ]7 é
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App Behavior for Understanding (chen et al., 2015)

Task: user intent prediction
Challenge: language ambiguity

gd to vivD

Communication

Email? Message?

® User preference
Some people prefer “Message” to “Email”
Some people prefer “Ping” to “Text”

@ App-level contexts
“Message” is more likely to follow “Camera”
“Email” is more likely to follow “Excel”
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http://dl.acm.org/citation.cfm?id=2820781

Video Highlight Prediction ( )

Material: http://opendialogue.miulab.tw

. NALCS1 Videos Ciips Collections Events Followers .. m Chat Replay

Curseeutdr | AYU STAT e
Shijlarhuang : haHAA
1chBB0804 : Whore & M«m@
TSM_Kibitz : Cass no boots haHAA
ceofetas -
RHEQSTAT?7?
colossuschast : WHO'S BETTER INORI OR METEOS
<message celeted>
WHiPsering : NACS
Ryv
snonuuu : 8momoma3, ‘9
[ momeoii : ONLY METECS CAN FIX THIS Q

completely serious : cmessage deleteds

26 ' y on : P g 3 K ojandroXisarsg : <message deleted>
¢ [T Coliuder : ©G2_S7_Worid_Champs, NICE MEME Tory Hargo a
W GLOLESPORTS M8 30 LUl * Look at all of them. Amazing.
[E] mikishark242 : DAISY ME ROLLING -] .
NA LCS Playoffs: Phoenix1 vs. Team Dignitas + 5 days ago ’ m s i i
! O 21,534 Share ©S LuL v These penguins are so cute! | just
League of Legends want to cuddle one.
ge HADOOKEN!

<% Shirly Ip
& You must be so cold!
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https://arxiv.org/pdf/1707.08559.pdf

Video Highlight Prediction (ruetal, 2017)

| LsITM — LSiFM o LSITM —

| ResNet-34 ‘

ResNet-34

M | ResNet-34

~ Video
' >

>
Chat

Concatenated Chat String
flle] - [eflofelle

} |:|~ Prediction

MLP

Goal: predict highlight from the video

Input : multi-modal and multi-lingual
(real time text commentary from fans)

Output: tag if a frame part of a highlight
or not
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https://arxiv.org/pdf/1707.08559.pdf

[ ]
Outline

PART I. Introduction & Background Knowledge
PART Il. Task-Oriented Dialogue Systems

PART Ill. Social Chat Bots

PART IV. Evaluation

PART V. Recent Trends and Challenges
o Multimodality

o Dialogue Breath

o Dialogue Depth
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Evolution Roadmap
- Materal: htio/opendialoguemiviabiu_

A

| feel sad...

I’ve got a cold what do | do?

Tell me a joke.

What is influenza?

Dialogue depth (complexity)

Dialogue breadth (coverage)
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Evolution Roadmap
N Waterak hun//opendialoguemiviabiu

A

| feel sad...

I’'ve got a cold what do | do?

Single Multi- Open

is influenza?. - -
systems

domain
systems

domain
systems

domain
systems

Dialogue depth (complexity)

Dialogue breadth (coverage)
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Intent Expansion

Transfer dialogue acts across domains

Material: http://opendialogue.miulab.tw

0 Dialogue acts are similar for multiple domains

O Learning new intents by information from other domains

Training Data
<change_note>
“adjust my note”

<change_setting>
“volume turn down”

New Intent
<change_calender>

CDSSM

v

Embedding
Generation

postpone my meeting to five pm ]

()=

Intent Representation

[


http://deepdialogue.miulab.tw/
http://ieeexplore.ieee.org/abstract/document/7472838/

Policy for Domain Adaptation (casic et al, 2015)
. Material:http://opendialogue.miulab.tw _
Bayesian committee machine (BCM) enables estimated Q-function to
share knowledge across domains
- .

¥ Iumm
——
. - .
-:“ —

Committee policy |

) N A | ................ ...... ) Single domain policy |-

Moving average reward

'
o

50 700 750 200 2
Dialogues
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http://ieeexplore.ieee.org/abstract/document/7404871/
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PART Ill. Social Chat Bots

PART IV. Evaluation

PART V. Recent Trends and Challenges
o Multimodality

o Dialogue Breath

o Dialogue Depth
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Evolution Roadmap
N Waterah hu//opendialoguemiviabiu

A
Empathetic systems feel sad..

Knowledge based system

Dialogue depth (complexity)

Dialogue breadth (coverage)
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High-Level Intention for Dialogue Planning )

Material: http://opendialogue.miulab.tw

I find restaurant check location contact play music

High-level intention may span several domains

Schedule a lunch with Vivian.
o
o

What kind of restaurants do you prefer? ]>



http://deepdialogue.miulab.tw/
http://dl.acm.org/citation.cfm?id=2856818

Empathy in Dialogue System (rung et al, 2016)

Zara - The Empathetic Supergirl

Embed an empathy module
o Recognize emotion using multimodality
O Generate emotion-aware responses

o USER: Awful. The hotel was EMOS: Sorry to hear that. Hope
E”C"S- H\UW ‘V357V°U' bad and it was raining all your next vacation is more
ast vacation the time. exciting!
4
ASR awful
the
1ot hotel tEXt
"\ B
was
Long Short Term
Memory
Happy
Time domain raw audio a
Speech vector
USER @ =
QUERY Angry

oobabilties

Facial Expres L Feature map and _ .
FHBOESES b comehen Face recognition output] (index) :1728
{ (index):1729

“recognition": “Race: Asian Confidence: 65.42750000000001 Smiling:
. 3.95896 Gender: Female Confidence: 88.9369",
VlSlon “race": "Asian",
“race_confidence": "65.42750000000001",
“smiling": "3.95896",
“gender": "Female",

Emotlon Recognlzer , “gender_confidence": "88.9369"
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https://arxiv.org/abs/1605.04072

Visual Object Discovery through Dialogues (vries et al., 2017
. Materialhtip:;//opendialogue.miulab.tw _
Recognize objects using “Guess What?” game
visual”, “object taxonomy” and “interaction”

I” “"
)

Includes “spatia

#168019

Is it a person? No Is it a cow? Yes
Is it an item being worn or held? Yes Is it the big cow in the middle? No
Is it a snowboard? Yes Is the cow on the left? No
Is it the red one? No On the right ? Yes
Is it the one being held by the Yes First cow near us? Yes

person in blue?


http://deepdialogue.miulab.tw/
https://arxiv.org/pdf/1611.08481.pdf

Conclusion



Summarized Challenges

. Human-machine interfaces is a hot topic but building a good one is challenging!

e Requires huge amounts of labeled data
¢ Several frameworks/models are available

\
‘ Most state-of-the-art technologies are based on DNN

‘ Leveraging structured knowledge and unstructured data
|

‘ Handling reasoning
0

‘ Data collection and analysis from un-structured data \

{

‘ The capability of task-oriented and chit-chat dialogues should be integrated.
Vs
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Brief Conclusions

Introduce recent deep learning methods used in dialogue models

Highlight main components of task-oriented dialogue systems and
new deep learning architectures used for these components

Highlight the challenges and trends for current chat bot research
Talk about new avenues for current state-of-the-art dialogue research
Provide all materials online!

http://opendialogue.miulab.tw
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