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o Use classifier’s output to choose LM

Mental State Classification Using EEG

L anguage Model Adaptation for ASR

* |nput: brain activity — EEG — Inexpensive, convenient  |dea: choose the weights for LM interpolation to decode the utterances

1) Hard selection (single LM from EasyLM or DifficultLM)
o RandomPick (baseline): randomly choose one
o EEG-based: choose LM based on classification results
2) Soft selection (interpolate EasyLM and DifficultLM)
Adult Child o EqualWeight (baseline): equal weights for interpolation
# Utterances 269 243 o EEG-based (w/o smoothing): weights from classifier's probabilistic output
Accuracy | 71.49% | 58.74% o EEG-based (w/ smoothing): smoothed classifier's output from 0.25 to 0.75
3) Combination with ASR output (see paper)

» Output: reading easy or difficult text?

» Classifier: logistic regression

» Within-reader classification result
- better than chance

Neurosky Mindset
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