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Brief History of Dialogue Systems

Multi-modal systems

e.g., Microsoft MiPad, Pocket PC
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TV Voice Search

) Virtual Personal Assistants
e.g., Bing on Xbox
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Apple Siri Google Now (2012) Microsoft Cortana

VOICH Nor
tet ] (2011) Google Assistant (2014)

Task-specific argument extraction
(e.g., Nuance, SpeechWorks)
User: “l want to fly from Boston
to New York next week.”

Early 1990s
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Keyword Spotting
(e.g., AT&T)

o218 QY [Fors rosjuay |u.»‘:-@l;\7:mu - (2016) =
~,E— e o
O e A“ - :

Ea rly ZOOOS Amazon Alexa/Echo Facebook M & Bot Google Home
(2014) (2015) (2016)

Intent Determination

(Nuance’s Emily™, AT&T HMIHY)
User: “Uh...we want to move...we
want to change our phone line CALO Project
from this house to another house”

System: “Please say collect,
calling card, person, third

number, or operator”
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Language Empowering Intelligent Assistant

Apple Siri (2011) Google Now (2012) Microsoft Cortana (2014)
Google Assistant (2016)

Amazon Alexa/Echo (2014)  Facebook M & Bot (2015) Google Home (2016)  Apple HomePod (2017)


http://deepdialogue.miulab.tw/

-

IULAB

NTU

Material:

Why We Need?

-
Get things done . —
* E.g.set upalarm/reminder, take note -

e Easy access to structured data, services and apps 3 .SiE[C
* E.g.find docs/photos/restaurants \“'\!v,

* Assist your daily schedule and routine
* E.g. commute alerts to/from work

* Be more productive in managing your work and personal life
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Why Natural Language?

_’  * Global Digital Statistics (2018 January)
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Z
Total Population Internet Users  Active Social Media Unique Mobile Users Active Mobile
/ 7.59B 4.02B Users Social Users

5.14B
3.208B
. 7% . 13% ‘. 4% 2.968 .14%

The more natural and convenient input of devices evolves towards speech.
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Spoken Dialogue System (SDS)

* Spoken dialogue systems are intelligent agents that are able to help users finish tasks more
efficiently via spoken interactions.

* Spoken dialogue systems are being incorporated into various devices (smart-phones, smart
TVs, in-car navigating system, etc).
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JARVIS —Iron Man’s Personal Assistant Baymax — Personal Healthcare Companion
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* A botis responsible for a “single” domain, similar to an app
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Back Hair color services

& BeadtSalon

A - Color Services - Color S 25.00
Correction
Wih Color i1 18 POSSDIe 10 10ty
renvent your look!
' y Haircut & Blowdry $18.00
/ Services Over the years we have Dicked up on
e and masierod a wide range of cutting
\ : \ techngues. We are sure you will leav
Prices “

s Conditioning $23.00
Appointment Treatments
Condtioning (Tor chemically treated
5 hai)
SpeCIals l - Deep Condtioning Special
Find Us i ) ‘

Haircut on Saturday ﬂ

| have these times available:

Make a Reservation

10:30 AM
¥

11:30 AM

See more
_2_.

Great! Does this look correct?

Haircut at
Fourstylists
Sat, May 7 at 10:30 AN

Book now

Cancel
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GUI v.s. CUI (Conversational Ul
O

*0000 VIRGIN ¥ 421 PM $ 70% ED

£ Messages And Chill Detaiis

I'm looking for a Netflix movie
to watch

Sure! What're you in the mood
for?

oo Taoide Wi-Fi ¥ 310 AM foamm
” And Chill
< Receont

Manage

Star Wars Vii:
The Force Awaken

Something like The Interview

where they get into crazy

situations! How does The Lego Movie sound? It’s

clever, fun, and thoughtful. A fun watch!
hitps:/wwwyoutube comiwatch?
Check out Talladega Nights! Will yiZ JOBCLE-|

Ferrell always brings the laughs.
Here's the trailer: andchill.io/
talladega

@ 2hWaenm

ne GRAGD

The LEGO® Movie - Oficial
Muin Teailer [HD]

Mips Dwww Facebaok comiThel

Awesome, thanks! @
You'll aiso probably enjoy Zootopial

Emertaining and really hits home!
https:// wwwyoutube com/watch?
y=aei 1 ieo

ZOOTOPIA AN Tradler |
Disney Movie 2016

ZOOTOMA AX Trader | Deseary Mo

BUtERSTY

The Force Awakens is set approximately 30 years

after the events of Return of the Jedi, where the
Rebel Alliance and the Empire have become the

Resistance...
ROMRY



http://deepdialogue.miulab.tw/

NTU (CHIULAB

[y
[y

Material: http://deepdialogue.miulab.tw

GUI v.s. CUI (Conversational Ul)

|

Website/APP’s GUI Msg'’s CUI
Situation Navigation, no specific goal Searching, with specific goal
Information Quantity More Less
Information Precision Low High
Display Structured Non-structured
Interface Graphics Language
Manipulation Click mainly use texts or speech as input
Learning Need time to learn and adapt No need to learn
Entrance App download Incorporated in any msg-based interface

Flexibility Low, like machine manipulation High, like converse with a human
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Conversational Agents

Chit-Chat

Knowledge-
grounded
S€q2seq models
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Challenges

O
* Variability in Natural Language

* Robustness

* Recall/Precision Trade-off

* Meaning Representation

e Common Sense, World Knowledge
* Ability to Learn

* Transparency

Material:
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Task-Oriented Dialogue System (voung, 2000)
O

Speech Signal Hypothesis
are there any action movies to
see this weekend Language Understanding (LU)
Speech * Domain Identification
Recognition * User Intent Detection
Text Input > Slot Filling
=Are there any action movies to see this weekend? Semantic Frame
Q‘ request_movie
genre=action, date=this weekend
Y
( Natural Language } Dialc?gue Management.(DM)
. * Dialogue State Tracking (DST)
Text response L Generation (NLG) . Dialo Poli
gue Policy

? . :
Where are you located System Action/Policy

request_location

Backend Action /
Knowledge Providers
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Interaction Example
»

User

Z find a good eating place for taiwanese food ]

Good Taiwanese eating places include Din Tai
Fung, Boiling Point, etc. What do you want to
choose? | can help you go there.

)

Intelligent
Agent Q: How does a dialogue system process this request?
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Task-Oriented Dialogue System (voung, 2000)
O

Speech Signal Hypothesis

are there any action movies to
see this weekend

Speech
Recognition

Text Input
Are there any action movies to see this weekend?

Natural Language
Generation (NLG)

System Action/Policy
request_location

Text response
Where are you located?

Language Understanding (LU)
* Domain Identification

* User Intent Detection
 Slot Filling

Semantic Frame
request_movie
genre=action, date=this weekend

\4

Dialogue Management (DM)
* Dialogue State Tracking (DST)
e Dialogue Policy

Backend Action /
Knowledge Providers
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1. Domain Identification

Requires Predefined Domain Ontology

User

2 find a good eating place for taiwanese food ]

- 4 N
l I . Restaurant DB Taxi DB
o) g Y,
Intelligent Organized Domain Knowledge (Database)
Agent

Classification!
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2. Intent Detection

Requires Predefined Schema

User

IND RESTAURANT
Restaurant DB FIND_PRICE
FIND TYPE

Intelligent
Agent o

2\ find a good eating place for taiwanese food ]
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3. Slot Filling

Requires Predefined Schema

O
O O B-rating O O O B-type O
User

I 2\ find a good eating place for talwanese food

F ND_RESTAURANT SELECT restaurant {

Rest 1 good Taiwanese
Rest 2 bad Thai
Intelligent rating="good” =) rest.rating="good”
Agent type="“taiwanese” rest.type="taiwanese”

Restaurant DB

Semantic Frame } .


http://deepdialogue.miulab.tw/

5 NTU CDIULAB ¢

Material:

Task-Oriented Dialogue System (voung, 2000)
O

Speech Signal Hypothesis

are there any action movies to
see this weekend

Speech
Recognition

Text Input
Are there any action movies to see this weekend?

Language Understanding (LU)
 Domain ldentification

* User Intent Detection

* Slot Filling

Semantic Frame
request_movie
genre=action, date=this weekend

A4

Natural Language

Text response Generation (NLG)

Dialogue Management (DM)
* Dialogue State Tracking (DST)
* Dialogue Policy

? . :
Where are you located: System Actlon/PO|ICy

request_location

N\

\
Backend Action /
Knowledge Providers
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State Tracking

Requires Hand-Crafted States
O

User

2 find a good eating place for taiwanese food ]

ﬁ i want it near to my office ]

o
|
0
z \
¢ I
T
.

Intelligent
Agent
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State Tracking

Requires Hand-Crafted States
O

User

2 find a good eating place for taiwanese food ]

ﬁ i want it near to my offlce

I -;-

Intelligent
Agent
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State Tracking

Handling Errors and Confidence

User 2 find a good eating place for taixxxx food ]

FIND _RESTAURANT FIND_RESTAURANT FIND_ RESTAURANT
rating="good” rating="good” rating="good”

type="“taiwanese” type=“thai” 4 .\

% \

Ny

Intelligent
Agent
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Dialogue Policy for Agent Action

»
* Inform(location="Taipei 101”)

* “The nearest one is at Taipei 101"

* Request(location)
* “Where is your home?”

e Confirm(type=“taiwanese”)
* “Did you want Taiwanese food?”

Material:
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Task-Oriented Dialogue System (voung, 2000)
O

Speech Signal Hypothesis

are there any action movies to

see this weekend

Speech
Recognition

Text Input
Are there any action movies to see this weekend?

( Natural Language
Text response t Generation (NLG)
Where are you located?

—

System Action/Policy
request_location

Language Understanding (LU)
 Domain ldentification

* User Intent Detection

* Slot Filling

Semantic Frame
request_movie
genre=action, date=this weekend

\4

Dialogue Management (DM)
* Dialogue State Tracking (DST)
* Dialogue Policy

Backend Action /
Knowledge Providers
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Output / Natural Language Generation

* Goal: generate natural language or GUI given the selected dialogue
action for interactions

* Inform(location="Taipei 101”)
* “The nearest one is at Taipei 101” v.s.

* Request(location)
 “Where is your home?” v.s.

e Confirm(type="taiwanese”)
* “Did you want Taiwanese food?” v.s.
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Machine Learning = Looking for a Function

-
* Speech Recognition

f( . i )= "{REF (Hello) "

* Image Recognition
f( )= cat
* Go Playing

)= 5-5 (next move)

* Chat Bot
f( ““Where is KAIST?” ): “The address is...”
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Machine Learning

Supervised
Learning

Learning

Machine
Learning

Reinforcement
Learning

Material: http://deepdialogue.miulab.tw
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A Single Neuron
O

T

y = hyp(z) =o(w” z+b)

Activation function

+ . G(Z) — Y O'(Z)

1 1 A
G(Z): — f
1+e -
Sigmoid function J 7
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A Single Neuron

f:RY > RM

s "2" y>0.5
not"2" y<0.5
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A Layer of Neurons

* Handwriting digit classification

ji FERNER
[ !wnunl.u._

Material:

“1” or not

~ Y>

~ Y

“3” or not

y,

“2” or not

f:RY > RM
Which

~ oneis

max?

A layer of neurons can handle multiple possible output,
and the result depends on the max one
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Deep Neural Networks (DNN)

O
T Fully connected feedforward network
f:RY > R"
Input Layer 1  Layer 2 Layer L Output
X x——A ... — Y
vector vector
X
X ANAwS A WA S — Y, Yy

Xe0— = ... — Yy
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Recurrent Neural Network (RNN)
O

Sy = U(WSt—l + Ugjt) o(-): tanh, RelLU
o; = softmax(V s;)
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Reinforcement Learning

* RL is a general purpose framework for decision making
e RLis for an agent with the capacity to act
e Each action influences the agent’s future state
* Success is measured by a scalar reward signal
* Goal: select actions to maximize future reward

Action

Reward

Observation
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Scenario of Reinforcement Learning

o
(())
Observation o, Action a,
| . o
#ii?;&éfé Reward r
5 I t

E=ge
o

1

5 If win, reward =1

oC
C

If loss, reward = -1

Otherwise, reward =0

Environment

Agent learns to take actions to maximize expected reward. ‘
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Supervised v.s. Reinforcement
»

e Supervised

Material:

@ [ say “Hi” L

[Say “Good bye”
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Sequential Decision Making

 Goal: select actions to maximize total future reward

e Actions may have long-term consequences
 Reward may be delayed

* |t may be better to sacrifice immediate reward to gain more long-term reward

GRS fomdR,
Wivw.cHptcTooN Cova
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Deep Reinforcement Learning

O
| YA
—>
DNN >
Observation <l S Action
Function 7 : Function
Input - \ — Output
ke
Used to pick the
best function | Reward
<

Environment
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Reinforcing Learning

* Start from state s,

* Choose action ¢,

* Transit to s, ~ P(s,, a,)
* Continue...

ao

ail a2 a3
Sg —> 8] —> S9g —> 83 —> ...

e Total reward:

Goal: select actions that maximize the expected total reward

E[R(s0) + vR(s1) + Y*R(s2) + - - -]
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Reinforcement Learning Approach

* Policy-based RL
e Search directly for optimal pollcy 7T

* Value-based RL
* Estimate the optimal value function Q*(S, CL)

* Model-based RL
* Build a model of the environment
* Plan (e.g. by lookahead) using model
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Outline

* Introduction
* Background Knowledge

 Modular Dialogue System
» Spoken/Natural Language Understanding (SLU/NLU)

e Dialogue Management
* Dialogue State Tracking (DST)
* Dialogue Policy Optimization
e Natural Language Generation (NLG)

e System Evaluation
* Recent Trends of Learning Dialogues
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Task-Oriented Dialogue System (voung, 2000)
O

Speech Signal Hypothesis
are there any action movies to
see this weekend

Language Understanding (LU)

Speech * Domain Identification
Recognition * User Intent Detection
Text Input > Slot Filling
. . . 5 '
=Are there any action movies to see this weekend Semantic Frame
Q‘ request_movie
genre=action, date=this weekend
Y
Dialogue Management (DM
( Natural Language .g . .( )
. * Dialogue State Tracking (DST)
Text response L Generation (NLG) . .
* Dialogue Policy

? . :
Where are you located System Action/Policy

request_location

Backend Action /
Knowledge Providers
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Outline

* Introduction
* Background Knowledge

 Modular Dialogue System
» Spoken/Natural Language Understanding (SLU/NLU)

e Dialogue Management
* Dialogue State Tracking (DST)
* Dialogue Policy Optimization
e Natural Language Generation (NLG)

e System Evaluation
* Recent Trends of Learning Dialogues
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Language Understanding (LU)
®

|-¥ * Pipelined

1. Domain 2. Intent
Classification Classification

3. Slot Filling

5 NTU (CDIULAB
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LU — Domain/Intent Classification
O

~

 Given a collection of utterances u, with labels ¢,
D= {(u;c)),...,(u,c,)} wherec; €C,traina
As an utterance del t timate labels tt
classification model to estimate labels for new utterances u;.

task /

2 find me a cheap taiwanese restaurant in oakland]

Movies find_movie, buy_tickets

Restaurants  find_restaurant, find_price, book_table
Music find_lyrics, find_singer

Sports

Domain Intent
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Domain/Intent Classification (sarikaya et al,, 2011)

O
.lo,  * Deep belief nets (DBN)
'n
: e Unsupervised training of weights
2 * Fine-tuning by back-propagation CLASSLABEL UNTIS
;  Compared to MaxEnt, SVM, and boosting
— 500 HIDDEN UNITS
500 HIDDEN UNITS
D
-
Z
500 HIDDEN UNITS
49

VISIBLE UNITS
(INPUT VECTORS)
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Domain/Intent Classification (ruretal, 2012; Deng et at,, 2012)

* Deep convex networks (DCN)
» Simple classifiers are stacked to learn complex functions
* Feature selection of salient n-grams

e Extension to kernel-DCN

n

Hidden Layer
Hidden Layer
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Domain/Intent Classification (ravuri & stoicke, 2015)

O
* RNN and LSTMs for utterance classification

Material:
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Dialogue ACt CIaSSiﬁcatiOn (Lee & Dernoncourt, 2016)

* RNN and CNNs for dialogue act classification

hl/%\ ,

S

!

Pooling

Y

Y

T

T

X2

T

X3

Material:

RNN [— -
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LU — Slot Filling

* Given a collection tagged word sequences, S={((w; ,W; ...,\

Wint) U120 eeesly 01)s (Wo o Wo 50 W 0)s (8 1l 20 esl3 2)) oo
where ¢, € M, the goal is to estimate tags for a new word

tagging task sequence. )

As a sequence

2 flights from Boston to New York today J

flights from Boston to New York today

Entity Tag O O B-city O B-city |-city O
Slot Tag O O B-dept O B-arrival l-arrival B-date
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SIOt Taggl ng (Yao et al, 2013; Mesnil et al, 2015)

. ®
e \/ariations:

a. RNNs with LSTM cells

b. Input, sliding window of n-grams
c. Bi-directional LSTMs

(b) LSTM-LA (c)

Material: http://deepdialogue.miulab.tw

bLSTM
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SIOt Taggl ng (Kurata et al., 2016; Simonnet et al., 2015)
O

 Encoder-decoder networks

* Leverages sentence level information

* Attention-based encoder-decoder " o
e Use of attention (as in MT) in the encoder-decoder network
* Attention is estimated using a feed-forward network with input: 4, and s, at

So 1‘ S1 Sy Sn

>

ho---hil

Wo
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Joint Segmentation & Slot Tagging (zhai+, 2017)

O
* Encoder that segments
* Decoder that tags the segments
IS D N R N
But [ 7] it [Jcould”] be [ | much[]worse|l > - - — -

<g> But it could be | | much worse
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* Multi-task learning

* Goal: exploit data from domains/tasks with a lot of data to improve ones

with less data

* Lower layers are shared across domains/tasks

e Output layer is specific to task

Agreement B_A#Closure

Material:

M U Iti‘TaSk SIOt Taggl ng (Jaech et al., 2016; Tafforeau et al., 2016)

null

Closure

_ adv | cin v vppart
]
forward ~ ~
57 meeans” s ane” v
backward -
L] || |

ouvert
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Semi-Supervised Slot Tagging (tan+, 2018)

* Idea: language model objective can enhance other tasks

B-FromCity York from
LT Algorithm 1: Adversarial Multi-task Learning for SLU
@ (\”'__I/) Input : Labeled training data {(w', t!)}
“ 1 Unlabeled data {w"}
Slot o D = % -} Output: Adversarially enhanced slot tagging model
Tagging 2 7 ,3" ,_gi_ g 1 Initialize parameters {0°, 0%, 6", 09} randomly.
Model ) 7 ‘ 2 repeat
T == i /* Sample from {(w!,t!)} */
h; | h; h; | h; hi | hi | Train the STM and shared model by Eq.(8).
1 | Train the task discriminator and the shared model
e by Eq.(6) or Eq.(7) as slot tagging task (y = 1).
/x Sample from {w'!} and {w"“} */
5 Train the LM and shared models by Eq.(9) (and
Eq.(10) for BLM).
@ 6 Train the task discriminator and the shared model
words : ... from New York . by Eq.(6) or Eq.(7) as LM task (y = 0).
7 until convergence;
tags: .. O B-FromCity  I-FromCity

BLM exploits the unsupervised knowledge, the shared-private framework and
adversarial training make the slot tagging model more generalized
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LU Evaluation

) . .
oy * Metrics

n; * Sub-sentence-level: intent accuracy, slot F1
< * Sentence-level: whole frame accuracy

—

-]

NTU
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Joint Semantic Frame Parsing
O

Sequence-
based (Hakkani-

Tur et al., 2016)

e Slot filling and A

intent prediction
in the same

outputsequence//

Slot Filling

Intent Prediction

Material:

e Intent prediction A
and slot filling are
Parallel  (Liu performed in two
and Lane, 2016) [ EIEIEN
J
Flight
(Intent)
hy h, h, h,
! I f 1 \cmnt (Slot Filling)
| T = I = I ~— T 0] FromLoc @] TolLoc
o from LA to Seattle I T I |
Xy X, X4 X, T \ T \ I \ I \
h1 C, h2 c, h3 (o h4 c,
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Slot-Gated Joint SLU (coo+, 2018)

‘ Slot s Vs Vel Vi g
equence p
Ti Ti Ti Intent A tion ]—)Q——)yl

1 1 €«
Slot |Attention ) gnh J_>

K 3 A r
WordJ; T

BLSTM ) ) & A
> > > Sequence
c; c!
Word T T T T Slot Gate
X1 Xy X3 X4 _ S I
Sequence g=>v- tanh(ci +W-c )

Slot Prediction
y; = softmax(WS(h; + g - ¢;’) + b5)

____________________________________________________________________________________
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Material:

Contextual LU

Domain Identification = Intent Prediction - Slot Filling
D communication | send_email S

U ju&t se*nt errlail to bob abeut fishing this weekend
v
S @) @) O O l O l l l
B-contact_name B-subject I-subject I-subject
- send_email(contact_name=“bob”, subject="fishing this weekend”)

Sl B-contact_name
- send_email(contact_name=“bob”)

U, are we going to fish this weekend

v i ' v '
Sz B-message I-message I-message |-message
I-message I-message I-message

- send_email(message="are we going to fish this weekend”) )

C

"U, send email to bob “Tury
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Material:

Contextual LU

-
e User utterances are highly ambiguous in isolation

Restaurant '
Booking @ @ok a table for 10 people tomght.)
@ich restaurant would you like to book a table f@

@ @ascal for 6.

N

#people time
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CO nteXtuaI LU (Bhargava et al., 2013; Hori et al, 2015)

|
* Leveraging contexts

e Used for individual tasks

* Seq2Seq model
* Words are input one at a time, tags are output at the end of each utterance

a, a,

| L
i A e e e e I

Wi,q Wiz  Wy3  EOS W21 Wyo W3 EOS Wy ..

e Extension: LSTM with speaker role dependent layers
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End-to-End Memory Networks (Sukhbaatar et al, 2015)

U: “i d like to purchase tickets to see deepwater horizon”
S: “for which theatre”

U: “angelika”

S: “you want them for angelika theatre?”

U: “yes angelika”

S: “how many tickets would you like ?”

U: “3 tickets for saturday”

S: “What time would you like ?”

U: “"Any time on saturday is fine”

S: “okay, thereis 4:10 pm, 5:40 pm and 9:20 pm”
U: “Let’s do 5:40”

Material:

——ll m,
—P m;
—> m, ,
=> u
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E2E MemNN for Contextual LU (chen+, 2016)
®

1. Sentence Encoding 2. Knowledge Attention 3. Knowledge Encoding
m; = RNNmem(xi) T
p; = softmax(u” m; h = m; 0= Wiolh + u
u = RNNi,(c) ' (u”m3) sz i ke(h +u)
~ Knowledge Attention Distribution slot tagging sequence
| ’||||l 5 — ] RNNTagger _________ X
Contextual Ves Ve \
Sentence Encoder ' \*
R e |
g Weighted I
RNN, .. sum A |
? 595 |
X % ? Memory Representation I
P i N Sentence f Inner l
MMMl N Encoder 7

Product
RNN,, R
el ﬂ 2 L e

Knowledge Encoding
L U I O I .|. Cc u Representation 0]
history utterances {x;}

current utterance

Idea: additionally incorporating contextual knowledge during slot tagging
—> track dialogue states in a latent way
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Analysis of Attention
.

U: “i d like to purchase tickets to see deepwater horizon”

S: “for which theatre”

U: “angelika”

S: “you want them for angelika theatre?”
U: “yes angelika”

S: “how many tickets would you like ?”

U: “3 tickets for saturday”
S: “What time would you like ?”
U: “Any time on saturday is fine”

S: “okay, there is 4:10 pm , 5:40 pm and 9:20 pm”

U: “Let’s do 5:40”

Material:

— 0.69

=P 0.13

—P» 0.16
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Role-Based & Time-Aware Attention (su+, 2018)
O

___________________________

History Summary a
. 1
Role-Level Time-Decay
Attention

[l RN L repags PERE SRy e ey |

Time-Decay Attention Function (a, & a;)

at Q at ~_linear ot oncave
> d > d > d
W, W, W

Spoken
Language
Understanding
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Material:

Learnable Time-Decay Attention (su+, 2019)
O

Sentence-Level Time-Decay Attention &y

_____________________

(CTTTTTT T T T \ A L — |{ I | 1
U] HE | Y.
0 1 Attention fl Attention [ g -
4 | Model Model ; Us!
tUs | || : I [
Tourist | 2 || L 1______'_9_1' Guide
| :
u v
7
l Current v onvex linear eencave
SR A NN R A— . Current Utterance 'Q\
E ; ; ; E E ; ; ; ; t+1 WT ’ — >
| Qg Uy @y, Ug i Us | | Q7 Uy @y Uy g U Dense | Spoken Language

History Summary Layer Understanding
Role-Level Time-Decay 0‘7”1 a Dense Layer
Attention
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St r'u CtU ral LU (Chen et al., 2016)

Material:

O
* K-SAN: prior knowledge as a teacher
Input Sentence
Knowledge Encoding Module S Knowledge-
(ROOT \ entel?ce Guided
/\/‘\ Encoding Representation
/\ a2
showme theflights fromseattleto sanfrancisco S
H H |:| H RNN Tagger
\_ knowledge-guided structure {x:} y e N
‘ Y ' Product
Knowledge Attention Distribution v l
KﬂOWIEdge p YN | ] Bl | | E
Encoding | |

Encoded Knowledge Representation

slot tagging sequence
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St r'u CtU ral LU (Chen et al., 2016)
O

IULAB

NTU

* Sentence structural knowledge stored as memory

Sentence S show me the flights from seattle to san francisco
Semantics (AMR Graph)

Svntax (Dependency Tree)

ROOT
' show
show N1
1.~ you
me flights \
2. the  from to \ .C|tg.\‘
} | Cty  Seattle
3. seattle francisco \3‘

4. '
San

San Francisco
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St r'u CtU ral LU (Chen et al., 2016)
O

* Sentence structural knowledge stored as memory

Datasetl __ -~

(Small) -nonstop flights from salt Iake- to newMOrkK on  satu rd ay april ninth

Dataset 2 / \/—\/”/ -
(Medium -nonstODfllghts from salt Iake- to newnon saturday  apri
Dataset 3 —

(Large) -nonstOprights from salt Iake- to new april

flight_stop fromloc.city_name  toloc.city_name depart_date depart_date depart_date.
day_name month_name day_number

L

Usmg less training data with K-SAN allows the model pay the similar attention to
| the salient substructures that are important for tagging.



http://deepdialogue.miulab.tw/

!

IULAB

NTU

Material:

Semantic Frame Representation

* Requires a domain ontology: early connection to backend

e Contains core content (intent, a set of slots with fillers)

Restaurant

Domain

Movie
Domain

%[find me a cheap taiwanese restaurant in oakland ]

Cprice &ee\ find_restaurant (price=“cheap”,

destaurant 5 ype=“taiwanese”, location="“o0akland”)
(ocation>

\( show me action movies directed by james cameron]

genre

fear) find_movie (genre=“action”,
director="“james cameron”)
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LU — Learning Semantic Ontology (chen+, 2013)

* Learning key domain concepts from goal-oriented human-human
conversations

* Clustering with mutual information and KL divergence (Chotimongkol &
Rudnicky, 2002)

e Spectral clustering based slot ranking model (Chen et al., 2013)
e Use a state-of-the-art frame-semantic parser trained for FrameNet
* Adapt the generic output of the parser to the target semantic space
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Material:

LU — Intent Expansion (chen+, 2016)

O
* Transfer dialogue acts across domains

* Dialogue acts are similar for multiple domains
* Learning new intents by information from other domains

g | postpone my meeting to five pm ]
Training Data Intent Representation

<change_note>

“adjust my note” | l %

. | '
» CDSSM :
<change_setting> | | K

“volume turn down”

\ 4

New Inten .
evx:] te tl | _| Embedding | | | K+1
<change_calender> Generation | | K+2
The dialogue act representations can be U Ay

P(A; | U) P(A, | U) P(A, | U)

A, . A

;N

automatically learned for other domains

Utterance Action
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LU — Language Extension (upadhyay-, 2018)

e Source language: English (full annotations’

* Target language: Hindi (limited annotations)

RT: round trip, FC: from city, TC: to city, DDN: departure day name

Utt: find a one way flight from boston to atlanta on wednesday
Slots: O OB-RTI-RT O O B-FC O B-TC O B-DDN

(a) English Utterance
Utt: TUIR DI RIS | 3Cclicl db STH dTeil Ybd Wbl 38T Gl

Slots: B-DDN O B-FC O B-TC O O O B-RT O O
(b) Hindi Utterance
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Material:

LU — Language Extension (upadhyay+, 2018)
O

Train on Target (Lefevre et al, 2010) Hindi Test

o = mm = oy,

|'
-

Hindi
Train

SLU
Results

English
Train

|
|

Test on Source (Jabaianiet al, 2011)
|

\

1,

[

|

|

|

|
Hindi _:_> I English English SLU
Test ! T Test Tagger Results

_____ Hindi Test
Joint Training Joint Training

English Train (Large) Bilingual SLU
Hindi Train (Small) VB Results
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Outline

* Introduction
* Background Knowledge

 Modular Dialogue System
» Spoken/Natural Language Understanding (SLU/NLU)

* Dialogue Management
* Dialogue State Tracking (DST)
* Dialogue Policy Optimization
e Natural Language Generation (NLG)

e System Evaluation
* Recent Trends of Learning Dialogues
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Material:

Elements of Dialogue Management
»

What the system says:

What the user wants: Dialogue State Tracking

(e 0O O O @ O]

What the system hears:

dialogue turns

>

(Figure from Gasic)
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Material:

Dialogue State Tracking (DST)

* Maintain a probabilistic distribution instead of a 1-best prediction for

better robustness

Kind
Android

Note
Android

Kind

0.5

Android

0.3

Turn 2
Note

0.4 |

Android

0.3

Kind
Turn 1
Android

Incorrect
for both! Kind
Turn 2 Android
Note
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Material:

Dialogue State Tracking (DST)

* Maintain a probabilistic distribution instead of a 1-best prediction for

better robustness to SLU errors or ambiguous input

Slot Value

# people

5 (0.5)

time

5(0.5)

Slot Value

# people

3(0.8)

time

5(0.8)

How can | help you?

[

How many people?

L]
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Material:

Multi-Domain Dialogue State Tracking

A full representation of the system's belie?of the user's goal at any
point during the dialogue

* Used for making API calls

| wanna buy two
tickets for tonight at
the Shoreline theater.

Which movie are you
interested in?

Inferno.

Movies

Date

Time 6 pm 7pm 8pm 9pm

#People

Theater

Movie

e L T
Likely Likely
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Multi-Domain Dialogue State Tracking

* A full representation of the system's belie?of the user's goal at any
point during the dialogue

* Used for making API calls

| wanna buy two
tickets for tonight at
the Shoreline theater.

Which movie are you
interested in?

Inferno.

Inferno showtimes at

Movies Restaurants Century 16 Shoreline are
6:30pm, 7:30pm, 8:45pm

and 9:45pm. What time

do you prefer?
Time [ 6:30 pm 7:30pm | 8:45pm | 9:45pm Time | 6:00 pm 6:30 pm | 7:00 pm

Date Date

We'd like to eat dinner

#People Restaurant .
before the movie at
Theater #People Cascal, can you check
what time i can get a
Movie table?
oy BN TR
Likely Likely
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Multi-Domain Dialogue State Tracking

* A full representation of the system's belie?of the user's goal at any
point during the dialogue

* Used for making API calls

Inferno.

Inferno showtimes at
Century 16 Shoreline are
6:30pm, 7:30pm, 8:45pm
and 9:45pm. What time
do you prefer?

We'd like to eat dinner

before the movie at
Movies Restaurants Cascal, can you check
what time i can get a
Date table?

Time Cascal has a table for 2
at 6pm and 7:30pm.

Restaurant
OK, let me get the
#People table at 6 and tickets
for the 7:30 showing.

Date
Time

#People

Theater

Movie

More
Likely

Less
Likely

B N
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RNN-CNN DST (mrksie+, 2015)

Material: http://deepdialogue.miulab.tw

L
Jordan RNN Ps Output layer
Hidden layer
™ Turnt |
77! 598 o4 Input layer E
N . .
System turn t-1 £t.',(.':ri.ﬂ. !
<nil> "\ s
| IS
want TNl
QW 77 T
= o NP7z
- et . sentence
|:> s.food - :::::: representation
- b b di e d -
<nil> 1.-1
Delexicalised CNN 15t conv. 2" conv. 31 conv. max-pool avg-pool

(Figure from Wen et al, 2016)


http://deepdialogue.miulab.tw/

-

IULAB

NTU

(o]
(o))

Material:

Neural Belief Tracker (mrksic+, 2016)

e Candidate pairs are considered

System Qutput

Would you like Indian food? |

l

User Utterance Candidate Pair(s)

Mo, how about Farsi food?

... food: Indian,
food: Persian, ...

h

¥ ¥

Context Representation: [ty t, t,]

Utterance Representation: [r] Candidate Representation: [c]

gating mechanism ':

i
| Context Modelling: [d, d]
\___5 i

| Binary Decision Making: [y] Previous Belief State: [b, ;]

P —

Belief State Updates: [b,]
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Material:

Global-Locally Self-Attentive DST znong+, 2018)

)
* More advanced encoder

* Global modules share parameters for all slots
* Local modules learn slot-specific feature representations

Encoder module Scoring module
System actions in previous turn (T - - T T T~ S qactFT T T T T T T T T T \
/ . Ay —m 1 C77 I
request(food) > ] I» |
i Acti 1 ) yact !
Ag i eng c;?jgr I O3t 1| Action scorer > Mixture
request(price range) L, : : . : -
|
| —_ R w— I
' i : I utt | y
|
User utterance : Cutt ' I Y :
I just want to eat at a cheap R . | |
restaurant in the south part of town. X | I futt |
What food types are available, can — 45| Utterance | | - Utterance |
you also provide some phone | encoder \ : scorer |
numbers? : , | :
.
I | I I
' I e e g 4
' C—— P(price range=cheap)
Slot value under consideration | p ge= p
Vi Slot-val v
: | ot-value
rice range = chea " :
P 9 P | encoder :
: .
l |
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Dialog State Tracking Challenge (DSTC)

(Williams et al. 2013, Henderson et al. 2014, Henderson et al. 2014, Kim et al. 2016, Kim et al. 2016)

Challenge

Domain

Data Provider

Main Theme

DSTC1 Human-Machine  Bus Route CMU Evaluation Metrics
DSTC2 Human-Machine  Restaurant U. Cambridge User Goal Changes
DSTC3 Human-Machine  Tourist Information U. Cambridge Domain Adaptation
DSTC4 Human-Human Tourist Information I2R Human Conversation
DSTCS Human-Human Tourist Information I2R Language Adaptation



https://www.microsoft.com/en-us/research/event/dialog-state-tracking-challenge/
http://camdial.org/~mh521/dstc/
http://camdial.org/~mh521/dstc/
http://www.colips.org/workshop/dstc4/
http://workshop.colips.org/dstc5/
http://deepdialogue.miulab.tw/

Material:

DST Evaluation

®
.o, * Dialogue State Tracking Challenges
N
) e DSTC2-3, human-machine
: e DSTC4-5, human-human
S * Metric

* Tracked state accuracy with respect to user goal
e Recall/Precision/F-measure individual slots

NTU

[o0]
(o]
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Material:

DST — Language Extension shi+, 2016)

* Training a multichannel CNN for each slot

 Chinese character CNN
 Chinese word CNN
* English word CNN

_______ _:__\‘\‘
| Channel1 _| g
— =
| Channel2 _| it
..... -
| Channel3 | 1
T

Input layer:
embedding matrix

Convolutional
layer

Max-pooling

Value: Prob.

Utterances with
translations
in topic: ‘FOOD’

Valuel:0.1
Value2 : 0.2
Value3 : 0.8
Valued : 0.9
Value5:0.3
Value6: 0.1
Value7:0.2

Sub-dialog segment
(test input)

Fully-connected
layer sigmoid layer

DSTC5
training corpus

y Filtered by topic ‘FOOD’

Training corpus
in topic: ‘FOOD’

1 ]
1 1
! Multichannel .
L CNN Model —t
| for slot: ‘INFO’ .
1 1
] ] i r,
. Multichannel | [I:I\II:Oel. aluez, ]
: CNN Model 1] vaues, Vaiues, ...
' forslot: ‘CUISINE" | ! CUISINE":
i 1 » [value3, valued, ...]
: ; :
] . .
i . i ‘DISH’ :
i ' ! [values, values, ...]
1 I
] ]
! Multichannel !
CNN Model ——

1
for slot: ‘DISH’ !
]

Predicted labels

Models (output)
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DST — Task Lineages (Lee & stent, 2016)

* Slot values shared across tasks

» Utterances with complex constraints on user goals

* Interleaved multiple task discussions

Task Frame:

Connection to Manhattan and find me a Thai restaurant, not Italian

|
|

Task  Transit
DAIs (0.8, inform(dest=MH)g +)

Task Restaurant
DAIs (0.7, inform(food=thai)}"3)
(0.6, deny(food:italian)%:i)

.
|

Start_time

(confidence, dialog act item ;g time

)

Task State:

Thai restaurant, not Italian

[ Task Restaurant
Constraints (0.7, food = thai)
(0.6, food # italian)
DB [“Thai To Go”, “Pa de Thai”]
Timestamps 01/01/2016 : 12-00-00
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Material:

DST — Task Lineages (Lee & stent, 2016)

Turn User Input

Weather in New York.
Connection to Manhattan

1 Want to go to Thai

2 I want to travel to Thai

Task Lineages

1.0

Restaurant

0.5

0.5
:

0.5
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DST — Scala bility (Rastogi+, 2017)

* Focus only on the relevant slots

Material:

* Better generalization to ASR lattices, visual context, etc.

S> How about|6 pm

p

U> | am busy then, book it for|7 pm|instead.
Predicted distribution %

for slot time

Null Logit

A

Softmax

Dontcare

(parameter) Logit
.’//T\JD

[ 1 [ ]
L o [ s [ ¢ | LD | s |
time 7 pm time
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DST — Handling Unknown Values (xu & Hu, 2018)
O

e |ssue: fixed value sets in DST

Attention I

Dist. T T H % ! %

.T ! ! ! ! ! ! “Italian”

<sys> would you like some Thai food T

T-¥ !¥—+-I---|I-Illn

T

» »
> >

t . <food> Italian
<usr> | prefer Italian one
other
— dontcare
none
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Joint NLU and DST (6upta+, 2018)

at-l
System Act Encoder
greeting L
ug?
Utterance Encoder
<SOS> |want to see a movie <EOS>
a

System Act Encoder

request(movie) request(date)

Material:

yanY
A\ >4

DENREY

Utterance Encoder

<SOS> Tickets for Avatar tonight <EOS>

i
l © O O B-movie B-date O
dt? Slot Tagger
at ----- >
TR R EREREE
- User Intent
. Classifier
L1 i
dsi —H> BUY_MOVIE_TICKETS
> ”  Dialogue Act
! ° . Classifier
. e
>

}‘ INFORM

___________________________________
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Joint NLU and DST (6upta+, 2018)

Material:

Candidate Scorer

N Dt-l

at-l
System Act Encoder dsf
greeting L R ‘|'
A\ ” dgl
ugt
Utterance Encoder
<SOS> lwant to see a movie <EOS>
a
System Act Encoder — dtl
request(movie) request(date) L R =
¢ Ay » .
umEmEE®E [ T
: Ue t
Utterance Encoder ds

movie: Avatar
date: tonight
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Outline

* Introduction
* Background Knowledge

 Modular Dialogue System
» Spoken/Natural Language Understanding (SLU/NLU)

* Dialogue Management
* Dialogue State Tracking (DST)
* Dialogue Policy Optimization
e Natural Language Generation (NLG)

e System Evaluation
* Recent Trends of Learning Dialogues
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Elements of Dialogue Management
»

Dialogue Policy Optimization
[ actions ]

B ——
What the user wants:

- OO OO0

What the system hears:

dialogue turns

>

(Figure from Gasic)
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Dialogue Policy Optimization

e Dialogue management in a RL framework

. User
Environment .
[ Natural Language Generation ] I [ Language Understanding ]

Action A \ Reward R [ Observation O

[ Dialogue Manager ]Agent

Optimized dialogue policy selects the best action that can maximize the future reward.
. Correct rewards are a crucial factor in dialogue policy training
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Reward for RL =

Material:

Evaluation for System
»

- Dialogue is a special RL task

- Human involves in interaction and rating (evaluation) of a dialogue

« Fully human-in-the-loop framework

- Rating: correctness, appropriateness, and adequacy

- Expert rating

high quality, high cost

- User rating

unreliable quality, medium cost

- Objective rating

Check desired aspects, low cost
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Material: http://deepdialogue.miulab.tw

RL for Dialogue Policy Optimization
O

. Language
User input (0) —> underftangding \ Collect rewards
Dialogue (s,a,1,s")
Policy
a=mn(s) \
Optimize
Language / e (s, a)
Response <—— (response) a S e
generation Ve
.

Type of Bots Action Reward

# of turns maximized;

i Chat histor System Response .. .
Social ChatBots y y P Intrinsically motivated reward
. . User current question ~ Answers to current Relevance of answer;
InfoBots (mteraCtlve Q/A) + Context question # of turns minimized
. User current input + System dialogue act w/ slot Task success rate;
Task-Completion Bots s i 2 / o
Context value (or API calls) # of turns minimized
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Material:

Dialogue Reinforcement Learning Signal

®
- Typical reward function

. -1 for per turn penalty

- Large reward at completion if successful

- Typically requires domain knowledge
.- ¢ Simulated user
.- V¥ Paid users (Amazon Mechanical Turk)
. X Real users

The user simulator is usually required for dialogue
“system training before deployment
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Neural Dialogue Manager (etal, 2017

* Deep Q-network for training DM policy
* Input: current semantic frame observation, database returned results

2 * Output: system action
—
2 Semantic Frame
request_movie
| ¢genre=action, date=this weekend
-
— ’ /DQN-based )
= . Dialogue (
\\ <
103 Management 1 Backend DB J
SimuIaTed User \ (DM) /

System Action/Policy
request_location
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Material:

E2E Task-Completion Bot (TC-Bot) i+ 2017

)
.-. I
ar Natural v
< NLG Language —‘?
A W W, W, EOS ﬁ
- Are there any <s|ozt> ; E §<|ntent>
p— action movies to
see this weekend?
DST
Database
=
- -
. . Dlalogue Policy Learnmg
ialogue Polic
= ‘ User Model (D 9 y
104 request_location Neural
User Simulation Dialogue
System
N J
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Material:

SL + RL for Sample Efficiency uetat, 2017)

O
* [ssue about RL for DM
* slow learning speed -
e cold start g
* Solutions §tl =
* Sample-efficient actor-critic o e

60
o

e Off-policy learning with experience replay
* Better gradient update
 Utilizing supervised data
* Pretrain the model with SL and then fine-tune with RL

* Mix SL and RL data during RL learning
* Combine both

1000 1500 2000 2500
Training Dialogues

Success rate (%)

-+ eNACER from scratch
—— TRACER 5L_model+replay
- - TRACER from scratch

; ~+ eNACER SL_model
’ —e— SL model
1

ﬂ. 500 1000 1500 2000
Training Dialogues
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Learning to Negotiate (Lewis+, 2017)

* Task: multi-issue bargaining
* Each agent has its own value function

Divide these objects between you
and another Turker. Try hard to get

as many points as you can!
Send a message now, or enter the agreed deal!
N

Value

8

1

0

Fellow Turker: I'd like all the balls

You: Ok, if | get everything else
Number You Get

iy Fellow Turker: If | get the book then you have a deal

14
v You: No way - you can have one hat and all the balls

0 -
= Fellow Turker: Ok deal

Type Message Here:
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Material:

Learning to Negotiate (Lewis+, 2017)

O
* Dialogue rollouts to simulate a future conversation

e SL+RL

e SL aims to imitate human users’ actions
* RL tries to make agents focus on the goal

, ‘write: Great deal, \__)[read: I (T ) choose: 1x book —><1
read: You get hanks! i

one book and [\ ANKS: J | read: No problem | —{choose: 1x book —<1>
I'll take every- p \ . T'11 oi ) .

fhing olse y- — write: No way, I __y[read. I'll give you 2 j—{choose. 2x hat ]—><5>
) - |need all 3 hats ,ﬂ[read: Ok, fine ——{choose: 3x hat —9>

~ . v . ~ ~ . h ~ ~ . . v . - \"V'/
Dialogue history Candidate responses Simulation of rest of dialogue Score
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Material:

Online Training (su+ 2015; su+, 2016)

O
* Policy learning from real users

* Infer reward directly from dialogues (Su et al., 2015)
* User rating (Su et al., 2016)

 Reward modeling on user binary success rating

Hi, How may | help you?

| want some cheap Chinese food. D Ia |Ogu e
Where in the city would you like? Embeddlng Representa“on( Reward -
Somewhere in the west, please. SUCCESS/FaI|
Yim Wah is a nice Chinese place. FunCtlon L MOdeI I

Great, can you give me its address?

It is at 2-4 Lensfild Road. Reinforcement
Ok, thank you, bye! Query rat|ng Slgnal
Thanks, goodbye. l
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Material: http://deepdialogue.miulab.tw

Interactive RL for DM (shah+, 2016)
O

Immediate

Task-level Feed back
/ Action \ / Reward

\ Action + Feedback /

Explicit

g E

Is First Wok highly rated?

First Wok, L16¢¥'s and Red Grill are
good options.

No stupid, | am asking if First Wok
is rated at least 3 stars?
Frustration

Use a third agent for providing interactive feedback to the DM

Repetition
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Multi-Domain — Hierarchical RL (peng+, 2017)
O

 Set of tasks that need to be fulfilled
collectively!

. Build a DM for cross-subtask

constraints (slot constraints)

Temporally constructed goals
( Book Hotel ‘

Book Local Travel
(bus, ship, etc)

Travel Planning

‘ . hotel_check_in_time > departure_{flight_time
Actions . # flight_tickets = #people checking in the hotel
. hotel_check_out_time< return_{light_time,
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Material:

Multi-Domain — Hierarchical RL (peng+, 2017)

* Model makes decisions over two levels: meta-controller & controller

* The agent learns these policies simultaneously

* the policy of optimal sequence of goals to follow 7, (gt St;01)

* Policy my 4(a¢, ge, St; 82) for each sub-goal g,

> User —
Dialogue Extrinsic Dialogue
action reward states
Meta-
Top-level dialogue
‘_
ContrO”er ‘ policy learning
lSubgoa/
| Low-level dialogue P
ContrO”er ‘ policy learning
Dialogue Intrinsic
action reward

Internal Critic

Agent

(mitigate reward sparsity issues)

Top-level Dialogue Policy Ty(gy; s¢)

92
\ [\ "

ai, g1—az, g1—a3, g1 (g, g2—ls, g7 — A, 92

g1

Low-level Dialogue Policy Ttq 4(as; St, 9¢)

1 .

Sf—s
Se—— Wg(geiS)) ——92 F Mog(A e ge) —— @
: -g Jt— :

n 'am
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Material:

Planning — Deep Dyna-Q, (peng+, 201¢)

. . @
* |dea: learning with real users with planning
Human 0.9
Conversational Data 0.8

Supervise Imitationl
Learning Learning .
Policy ©
Model Acting 0
Planning “bg
-
Mo; I Reinforpement User
" Learning
Real
World “I\m\ : e
Learning Experience

DQN(1)
DDQ(2)
DDQ(5)
DDQ(10)
DDQ(20)

250
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Material:

Robust Planning — Discriminative Deep Dyna-Q (su+, 2018)

. T Idea: add a discriminator to filter out the bad experiences
'n
(a ]
< Real Semantic Human
; Experience Frame Conversational Data Imitation
— —> DST Supervised Learning
simulated Learning Controlled Planning
Dlscrlmmator Experience Discriminator —» PO Acting

= S Model
— tpte /V 4
> Represgntation Discrigninative Direct

World  Trakying Relnforce nt User

| Policy \\ 4/
NL <« Real
G Learning World Mode .
: Experience
Learning

System Action (Policy)
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(a ]
< World Model
—J User Termination
> Response Reward Signal
— 0 T t
T t T
-
F A
2
f
114

Dialogue/\

State s

a Action

Material:

Robust Planning — Discriminative Deep Dyna-Q (su+, 2018)

Discriminator

. 1: high-
LSTM quality

Real ‘Q—Qm'@‘ <
0: low-

- 01 o
2 Ot-1 quality
Dialogue Contexts
System

Simulated
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Material: http://deepdialogue.miulab.tw

Robust Planning — Discriminative Deep Dyna-Q (su+, 2018)

O
0.9
0.7
0.8 p=0.0003
0.7 0.6 . .
' © 0.5 . p=0.049 | p=0.047 |
% 0.6 Eu ' 0.440
© 0.4
o 02 2 0.326
304 § 0.3
5 S 0.222
0.3 n 0.2
DQN
0.2 —— DQN(5) 0.1
—— D3Q
0.1 0.0
— DDQ(5) DQN DDQ D3Q
0'00 50 100 150 200 250
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Dialogue Management Evaluation

) : ®
.m ° Metrics
'n
: e Turn-level evaluation: system action accuracy
0 : .
< * Dialogue-level evaluation: task success rate, reward
-
D

NTU

116
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RL-Based DM Challenge

T SLT 2018 Microsoft Dialogue Challenge:

 Domain 1: Movie-ticket booking
* Domain 2: Restaurant reservation
* Domain 3: Taxi ordering

Material:


https://github.com/xiul-msr/e2e_dialog_challenge
http://deepdialogue.miulab.tw/
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Material:

Outline

* Introduction
* Background Knowledge

 Modular Dialogue System
» Spoken/Natural Language Understanding (SLU/NLU)

e Dialogue Management
* Dialogue State Tracking (DST)
* Dialogue Policy Optimization
* Natural Language Generation (NLG)

e System Evaluation
* Recent Trends of Learning Dialogues
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Material:

Natural Language Generation (NLG)
»

n Mapping dialogue acts into natural language

inform(name=Seven_Days, foodtype=Chinese)

4

Seven Days is a nice Chinese restaurant
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Material:

Template-Based NLG

* Define a set of rules to map frames to NL

Semantic Frame Natural Language

confirm() “Please tell me more about the product your are looking for.”
confirm(area=SV) “Do you want somewhere in the SV?”

confirm(food=SV) “Do you want a SV restaurant?”

confirm(food=SV,area=SW) “Do you want a SV restaurant in the SW.”

Pros: simple, error-free, easy to control
Cons: time-consuming, poor scalability
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Plan‘BaSEd NLG (Walker et al., 2002)

* Divide the problem into pipeline

Sentence

Plan
Generator

Sentence
Plan
Reranker

Surface
Realizer

Inform(

Z House is a

name=Z_House,

cheap restaurant.

price=cheap

)

| N7

Z N7

syntactic tree

e Statistical sentence plan generator (stentet al., 2009)
e Statistical surface realizer (Dethlefs et al., 2013; Cuayahuitl et al., 2014; ...)

Pros: can model ¢

omplex linguistic structures

Cons: heavily engineered, require domain knowledge
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Material:

Class-Based LM NLG (oh and Rudnicky, 2000}

* Class-based language modeling

P(X | C) — Zlogp(xt ‘ Lo, L1y """ 7$t—1ac)

* NLG by decoding

» Generation

v

Language
Models

|

Candidate Utterances
What time on {depart_date}

At what time would you be
leaving {depart_city}

|

v

Scoring

v

|

Best Utterance

What time on {depart_date}

|

v

X" = argm)z(xxP(X | ¢)

t

Dialog Manager

.

Input Frame

{

act query

content depart_time
depart_date 20000501
}

Slot Filling

{

Complete Utterance

What time on Mon, May 8th?

Classes:
inform_area
inform_address

request_area
request_postcode

Pros: easy to implement/ understand, simple rules
Cons: computationally inefficient |
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RN N‘Based LM NLG (Wen et al., 2015)

O

)
.-.I

) Input  inform(name=Din Tai Fung, food=Taiwanese) —— dialogue act 1-hot
(aa) representation

< (0,0,1,0,0,..,1,0,0,..,1,0,0,0,0,0.. k—" "

—

= SLOT_NAME serves SLOT_FOOD : <EOS>

conditioned on

- the dialogue act g

-

- | | I
123

Output

—> <BOS> SLOT_NAME

——  <BOS> Din Tai Fung

serves SLOT_FOOD

serves Taiwanese

delexicalisation
Slot weight tying
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Material:

Handling Semantic Repetition
O

* [ssue: semantic repetition
* Din Tai Fung is a great Taiwanese restaurant that serves Taiwanese.
* Din Tai Fung is a child friendly restaurant, and also allows kids.

» Deficiency in either model or decoding (or both)

* Mitigation
* Post-processing rules (0h & Rudnicky, 2000)
* Gating mechanism (Wen et al., 2015)
* Attention (Meietal., 2016; Wen et al., 2015)
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Material:

Semantic Conditioned LSTM (wen et al., 2015)

* Original LSTM cell

i; = oc(W,,;x; + Wy;h;_,)

f = o(WyrXe + Wyshe_;)

0, = a(W,0X¢ + Wyoh 1)

¢, = tanh(W,,.x; + W;,.h;_;)

c; =f,Oc_; +1i,0C,

h; = o,® tanh(c,)

* Dialogue act (DA) cell
r, = o(W,,x; + Wy, h,_1)

d; = r;Od;_,

* Modify Ct
Ct - ftQCt_l + it(th + tanh(WdCdt)

X hy 4 Xt hy 4

LSTM cell

DA cell

do

Xe  |hes .
dialog act 1-hot
—>(0,0,1,0,0,..,1,0,0,..,1,0,0, .. ] o oconsation

— Inform(name=Seven_Days, food=Chinese)

Idea: using gate mechanism to control the
“generated semantics (dialogue act/slots)
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Material:

Structural NLG (pugek and jurtizek, 2016)

»
* Goal: NLG based on the syntax tree

* Encode trees as sequences O ervoraits foaetiiony o ypesresiaurant
. 0]
* Seq2Seqg model for generation ttree
zZzone=en

ﬁ e
v:fi

X-name /restaurant
n:subj n:obj

Italian river
adj:attr n:near+X

( <root> <root> ( ( X-name n:subj ) be v:fin ( ( Italian adj:attr ) restaurant n:obj ( river n:near+X) ) ))
X-name n:subj be v:fin Italian adj:attr restaurant n:obj river n:near+X

2

X Is an Italian restaurant near the river.

o ——— R S— ﬂ+5r~are st auran t . <STOP>

______ LT ! fL [

- - - - e / T Ui N MAR MR Moy M

inform name X-name inform eattype restaurant <GO> X is a restaurant
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Material:

Structural NLG (sharma+, 2017; Nayak+, 2017)

* Delexicalized slots do not consider the word level information

Generated output: There are no restaurants around which serve INFORM-FOOD food.

Delexicalized slot input: INFORM-FOOD / INFORM-FOOD X

Lexicalized value input: chinese pizza

* Slot value-informed sequence to sequence models

Mention
Input sequence
rep.
Xi Xi+1 Xi42 Xi+3 Xi+4

SEQ : s

decor | decent | service | good | cuisine

Xi X; X;

JOINT ‘ —it] 2

( decor, decent ) | ( service, good ) | ( cuisine, null )
CONCAT Xi,1 Xi2 Xz‘+1_ 1 Xi+1,2 xigrg,l Xi+2,2

decor | decent | service | good | cuisine null
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Structural NLG (nayak+ 2017)

* Sentence plans as part of the input sequence

Material:

Plan sup. Input tokens
NONE decor decent | service | decent | quality | good
decor decent | service | decent
FLAT -
quality | good
<B> decor decent | service | decent
POSITIONAL -
<I> quality | good
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Material:

Contextual NLG (bugek and Jurtizek, 2016)

* Goal: adapting users’ way of speaking, providing context-aware

res po n SeS preceding user utterance -————— context-aware
is there another option additions
* Context encoder

inform(line=M102, direction=Herald Square,

vehicle= bus departure_time=9:01am,
* Seqzseq model from_stop= Wall Street) typical NLG
a : 2 from
rald Sq

There is a bus at 9:017am from Wall Street
to Herald Square using line M102.
contextually bound response

Prepending context = @0 =R Base model
/ // DA encoder decoder with attention

H H H H H H Istm stm A- 444 | schedule for DEPARTURE TIME AVPM  not  fond . <STOP>

T

is there a schedule for NUMBER AMPM inform_no_match ‘ DEPARTURE_TIME‘ ampm AMPM FP Istm _.. stm
departure_time inform_no_match

I’l
/ \ _/ <GO> schedule for DEPARTURE_TIME AMPM not found
EpEpERciehois
Context encoder T T T T
is there a schedule  for NUMBER AMPM
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Material:

Controlled Text Generation (Huetal, 2017)

-

* c: targeted sentence attributes

 |dea: NLG based on generative adversarial network (GAN) framework

o
<
-
-
r-—— - /777 7 |
v ,J
> — b
= X Encoder — Z c Generator —
< T ‘T

130

Discriminators «
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"Consistently the best omakase E
in San Francisco." (27 Tips)

"... they were out of the kaisui
uni by the time we ate, but the
bafun uniis..." (2 Tips)

San Francisco

© Mapbox © OpenStreetMap

t

© Kusakabe

"Probably the best sushi in San
Francisco." (2 Tips)

"Amazing sushi tasting from the
chefs of Sushi Ran" (2 Tips)

Neural model: Have a great time!

User input: Going to Kusakabe tonight.

Human: You’ll love it! Try omasake, the best in town.

Material: http://deepdialogue.miulab.tw

Knowledge-Grounded Conversations (shawininejad+, 2017)

CONVERSATION HISTORY

Going to DIALOG
Kusakabe tonight ENCODER

-l

WORLD

ENCODER

RESPONSE

Try omakase, the
best in town

\ FACTS
e

Consistently the best omakase
Amazing sushi tasting [...]

They were out of kaisui [...]

CONTEXTUALLY
RELEVANT

FACTS

A: Looking forward to trying @pizzalibretto tonight! my expectations are high.

B: Get the rocco salad. Can you eat calamari?

A: Anyone in Chi have a dentist office they recommend? I’m never going back to /... ] and would love a reco!

B: Really looved Ora in Wicker Park.

A: ’m at California Academy of Sciences

B: Make sure you catch the show at the Planetarium. Tickets are usually limited.

A: ’m at New Wave Cafe.

B: Try to get to Dmitri’s for dinner. Their pan fried scallops and shrimp scampi are to die for.

A: I just bought: /...] 4.3-inch portable GPS navigator for my wife, shh, don’t tell her.

B: I heard this brand loses battery power.

FACTS

~
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Hierarchical NLG w/ Linguistic Patterns (su-, 2018

Material:

/ GRU Decoder
1. Repeat-input
2. Inner-Layer Teacher Forcing
3. Inter-Layer Teacher Forcing
4. Curriculum Learning

...All Bar One
...All Bar One

last output y;_,
koutput from last layer yi~1

a moderately\

is a
moderately..

>

7=

Bidirectional GRU
Encoder

name

Semantic 1-hot [..1,0,0,1,0, ..]
Representation

\

Italian priceRange...

Input  name[Midsummer House], food([ltalian], s

Semantics priceRange[moderate], near[All Bar One]

Near All Bar One is a moderately priced |talian place it is

called Midsummer House

4. Others

1+

All Bar One is moderately priced |talian place it is called
Midsummer House

4

3. ADJ + ADV

=»

All Bar One is priced place it is called Midsummer House

-

2. VERB

>,

All Bar One place it Midsummer House

1. NOUN + PROPN + PRON

Hierarchical Decoder
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Material:

Learning Discourse-Level Diversity (zao+, 2017)
O

,',I e Conditional VAE
n
. * Improves diversity of responses
<
-l
= . ; I like cats </s>
- o . (TR e N . .
I like = cats X 1 ?\lcgtgwr;rfn/_o_;;/ | <s> | like cats
B | KL(qllp) |
.| Prior ) u, L 4
= ! Network — g e,\
- c
(N o N Y
2 i sl
u, Uz Uk-1
133 0 1 0 L(O,p;x,¢c) = qub(z\cjm)[logpﬁ(mlzac)]
Utterance Encoder —KL(qqg(Z'fE', C) ||p9(Z|C))

C] Context Encoder

C] Response Decoder

0/1 | Conversation Floor
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Material:

Learning Discourse-Level Diversity (zao+, 2017)

O
,',I e Conditional VAE
n
~ *Improves diversity of responses with dialogue acts
<
—
- | . . I like cats </s>
= RO —— T e N .
I like cats b " ilC:t?vr;rfn %\i : l Iibie cats
(dagae) — A S
rior
= > Network __Ur,z ""’V
= i I o
= £ £ A
U, Uz Uj-1
134 0 1 0 . —
L0, p;z,¢,y) = Eg,(zlc,zy logp(z|2, c,y)]
C] Utterance Encoder _|_ EQ¢(Z|C,33,y) [log p(ylz’ C)]
Context Encoder
C] Response Decoder —KL(Q¢(Z|$, C, y)”PH(Z|C))
0/1 | Conversation Floor
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Learning Discourse-Level Diversity (zao+, 2017)

.o, * Knowledge guided conditional VAE
'n
~ *Improves diversity of responses with dialogue acts
<
-
- . | like cats </s>
p— [ wid —xﬁ.\ _[Recognition bl b ]
| like cats X "| Network ~ : | like cats
-
D 1 fbase | »(MLPy }-- >y
- R 5
2 3 A A lMLPb | E ~->|ike Xbow
u, U: Uk-1 ) o% \“
135 0 1 0 | L(0,0;m01) = Eg, (zlc,z,) log p(z]2, c, y) e
Utterance Encoder + Eq¢(z|c,:r,y) log p(yl’Z? C)]
Context Encoder -
L) i Eq¢(z|c,a:,y) _10g p(xbow|za C)]

C] Response Decoder

0/1| Conversation Floor —KL(qd)(Z’J;, C, y) ||P9(Z|C))
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NLG Evaluation

{ ° i ‘
., Metrics

; e Subjective: human judgement (stent et al., 2005)
2 e Adequacy: correct meaning
- * Fluency: linguistic fluency
- » Readability: fluency in the dialogue context
- * Variation: multiple realizations for the same concept

e Objective: automatic metrics

= * Word overlap: BLEU (Papineni et al, 2002), METEOR, ROUGE
; * Word embedding based: vector extrema, greedy matching, embedding average
136
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Outline

* Introduction

* Background Knowledge

* Modular Dialogue System

e System Evaluation

* Recent Trends of Learning Dialogues

Material:


http://deepdialogue.miulab.tw/

Material:

Dialogue System Evaluation

O
. ’.I * Dialogue model evaluation
[ |
; e Crowd sourcing
: e User simulator
— .
S * Response generator evaluation

* Word overlap metrics
* Embedding based metrics

NTU

138
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Material:

Crowdsourcing for System Evaluation (vang+, 2012)

The normalized mean scores of Q2 and Q5 for approved ratings in each category.
A higher score maps to a higher level of task success

IULAB

NTU

139

Q1 Do you think you understand from the dialog
what the user wanted?
Opt 1) No clue 2) A little bit 3) Somewhat
4) Mostly __5) Entirely
Aim elicit the[Worker’s confidence }n his/her ratings.

Q2 Do you think the system is successful in providing
the information that the user wanted?
Opt 1) Entirely unsuccessful 2) Mostly unsuccessful
3) Half successful/unsuccessful
4) Mostly successful 5) Entirely successful
Aim  elicit the Worker’s perception of whether the dialog

hasjﬁtlﬁlled the informational goal of the user.

Q3 Does the system work the way you expect it?
Opt 1) Not at all 2) Barely 3) Somewhat
4) Almost 5) Completely

icit the Work impression of whether the dialog
flow general expectatior

Aim

Q4 Overall, do you think that this is a good system?

Opt 1) Very reer—l—)—lleeré-)-lia*x—@-@eedé—)%fy—geef
Aim elicit the\Worker’s overall impression of the SDS.

Q5 What category do you think the dialog belongs to?
Opt 1) Task is incomplete  2) Out of scope
3) Task is complete

Aim rker’s impressi whether the
dialog reflects task completion.

Mean score

o
o

o
o)

o
~

o
()

TaskComplete

OutofScope  Taskincomplete
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keeps a list of its goals randomly generates an updates its list of goals
and actions agenda and adds new ones

e Goal: generate natural and reasonable conversations to enable reinforcement
learning for exploring the policy space

’\5 Simulated User

T l Interaction

User Simulation

Dialogue
Corpus

Real User

Dialogue Management (DM)
* Dialogue State Tracking (DST)

+ Approach * Dialogue Policy

* Rule-based crafted by experts (Li et al., 2016)
* Learning-based (Schatzmann et al., 2006; El Asri et al., 2016, Crook and Marin, 2017)
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keeps a list of its goals randomly generates an updates its list of goals
and actions agenda and adds new ones

User Simulation

R ot First, generate a user goal.
|
B * The user goal contains: (
(a 8] .
< * Dialog act "request_slots": {
— * Inform slots "Ei‘:kit": UﬁﬁK'
" ea erll: " n
2 * Request slots }
g "diaact": "request",
"inform_slots": {
S "city": "birmingham",
— : - » Are there any "numberofpeople”: "2",
— [ start-time="4 pm tickets available for “state": "al“,
7 7 4 pm ? "starttime": "4 pm",
141 [ date="“today ] "date": "today"
‘Hidden Figures’ is playing at , - B~ ,
[ city="“Birmingham” ] 4pm and 6 pm. moviename": "deadpool
}
What is playing in }

Birmingham
theaters today ?
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Elements of User Simulation

1
_User Simulation
)
Error Model
* Recognition error
e LU error
User Model <
Reward Model

Distribution over  Dialogue Management (DM)
user dialogue acts

Tracking (DST)

(semantic frames) |
)[ Dialogue State j

( Dialogue Policy }
System dialogue acts k Optimization

Reward I

I~ Backend Action /
~ The error model enables the system to maintain the robustness | Knowledge Providers
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Rule-Based Simulator for RL System (tietat., 2016)

e rule-based simulator + collected data

 starts with sets of goals, actions, KB, slot types

* publicly available simulation framework

* movie-booking domain: ticket booking and movie seeking

* provide procedures to add and test own agent

I class AgentDQN(Agent):

4
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21

)

def run_policy(self, representation):
" epsilon-greedy policy """

if random.random() < self.epsilon:
return random.randint (0, self.num_actions - 1)
else:
if self.warm_start ==
if len(self.experience_replay pool) > self.experience_replay_pool size:
self.warm_start = 2
return self.rule_policy()
else:
return self.dqn.predict(representation, {}, predict_model=True)

def train(self, batch_size=1, num_batches=160):
" Train DQN with experience replay """

for iter_batch in range(num_batches):
self.cur_bellman_err = 0
for iter in range(len(self.experience replay pool)/(batch size)):
batch = [random.choice(self.experience_replay_pool) for i in xrange(batch_size)]
batch_struct = self.dgn.singleBatch(batch, {’gamma’: self.gamma}, self.clone_dqgn)
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Model-Based User Simulators

e Bi-gram models (Levin et.al. 2000)

* Graph-based models (Scheffler and Young, 2000)
e Data Driven Simulator (Jung et.al., 2009)

* Neural Models (deep encoder-decoder)
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Material:

Seq2Seq User Simulation (e asrietal, 2016)

* Seq2Seq trained from dialogue data

* Input: ¢, encodes contextual features, such as the previous system action,

consistency between user goal and machine provided values
e Output: a dialogue act sequence form the user

 Extrinsic evaluation for policy

null
ai az as a4 action
.r/- ll/--' - - ./,-- -u.\‘
L ) J—1 —l L)
% M . —
4 Internal representation| Al I I [
of the sequence of | |action @ az as as
dialogue contexts N Decoder
| —-[':I.’- V= —-|
C1 C2 Ck
\_ Encoder )
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SquSeq User Simulation (Crook and Marin, 2017)

O
e, * Seq2Seq trained from dialogue data
[ |
: * No labeled data
<  Trained on just human to machine conversations
—
)
" GRU :--» GRU P GRU r----=---- Simulated User response
> —~ r - — r - L r — ! remind me <EQOS>
- Separate Context + +
<  .p GRU »-»[ RU [ GRU p-»[ GRU | Dense LSTM
146 A A T T T
@ Concatenated Context Syf tem prompt

<BOS> when ? <BOS> remind tomorrow
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User Simulator for Dialogue Evaluation Measures

Understanding Ability

e whether constrained values specified by users can be understood by the system

e agreement percentage of system/user understandings over the entire dialog
(averaging all turns)

Efficiency

e Number of dialogue turns
e Ratio between the dialogue turns (larger is better)

Action Appropriateness

e an explicit confirmation for an uncertain user utterance is an appropriate system
action

e providing information based on misunderstood user requirements

0 0 N
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How NOT to Evaluate Dialog System (tiu+, 2017)

* How to evaluate the quality of the generated response ?

[ |
:  Specifically investigated for chat-bots
2 e Crucial for task-oriented tasks as well EE
] -
.-
> | A
e Metrics: 1 e

* Word overlap metrics, e.g., BLEU, METEOR, ROUGE, etc.

 Embeddings based metrics, e.g., contextual/meaning representation
between target and candidate

NTU

148
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Dialogue Response Evaluation (Lowe+, 2017)

. . @
* Problems of existing automatic evaluation
e can be biased

e correlate poorly with human judgements of response
quality

* using word overlap may be misleading
 Solution

 collect a dataset of accurate human scores for variety

of dialogue responses (e.g., coherent/un-coherent,
relevant/irrelevant, etc.)

 use this dataset to train an automatic dialogue

evaluation model —learn to compare the reference to
candidate responses!

* Use RNN to predict scores by comparing against
human scores!

Towards an Automatic Turing Test

Context of Conversation
Speaker A: Hey, what do you
want to do tonight?

Speaker B: Why don’t we go
see a movie?

Model Response
Nah, let’s do something active.

Reference Response
Yeah, the film about Turing
looks great!
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Outline

* Introduction

* Background Knowledge

* Modular Dialogue System
e System Evaluation

* Recent Trends of Learning Dialogues
* End-to-End Neural Dialogue System
* Multimodality
e Dialogue Breadth & Dialogue Depth

Material:
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Outline

* Introduction

* Background Knowledge

* Modular Dialogue System
e System Evaluation

* Recent Trends of Learning Dialogues
* End-to-End Neural Dialogue System
* Multimodality
e Dialogue Breadth & Dialogue Depth

Material:
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Material:

ChitChat Hierarchical Seq2Seq (serban etal, 2016)

* Learns to generate dialogues from offline dialegs
* No state, action, intent, slot, etc.

what ' s wrong ? </s> i feel like i ' m going to pass out . </s>

w1 B W w31 e+« W3N,

prediction

decoder
initial hidden state
context QO
hidden state ...
(]
encoder O
hidden state utterance utterancg
representation representation
() () )
>le ’2’ " "! o
(@O) (C®) ©CO0 @©e ©O
wWy,1 SRR W1,N, wWa 1 « oo W2 Ny

mom , i don 't feel so good </s> what' s wrong ? </s>
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ChitChat Hierarchical Seq2Seq (serban et.t., 2017)

.
* A hierarchical seg2seq model with Gaussian latent variable for
generating dialogues (like topic or sentiment)

wo | o es Wo NI <. w31 e e« W3 NV
prediction

latent variable =~ o
f?e&bn
prior parameterization ®) —~ \é

encoder hidden state context ~

hidden state 8 8
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E2E JOint NLU and DM (Yang et al., 2017)

)
* Errors from DM can be propagated to NLU for regularization +

robustness

System Actions at j+1

Model

om

NLU

Baseline (CRF+SVMs) 7.7 33.1
Pipeline-BLSTM 12.0 36.4
JointModel 22.8 37.4

ac ! | cd! D |

utterj_3 utterj_2 J utter,

J
Slot Tagging Slot Tagging Slot Tagging Slot Tagging

Both DM and NLU performance (frame accuracy) is improved
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E2E MemNN fOr DiaIOgues (Bordes et al., 2016)

* Split dialogue system actions into subtasks

* APl issuing .
Hi!
M Hello, what can I help you with today?
o A P I u p d at I n g I'd like to book a tab]ecf(;jr ;‘ xzieztrz)’lle irlneaﬁ ;i;e:tlsiveopr‘izi}e range with British food.
I'moon it!
* Option displaying 1o tonon
e

Where should it be?

Ok let me Iook into some ontions for vou.

~

H 1 1 Actually i would prefer for four.
* Information informing e

No.
Ok let me look into some options for you.
api call(British, London, Four, Expensive)
>

Task 1
Issuing API calls
apil_call (British, London, Six, Expensive) \
Task 2

Updating API calls

J

&
The_Place R_phone Tae_Plzce_phone
Task Mernory NCIWOTkS f : The_Place R_cuisine britisk

The Place R sddress “he Place address
no match type  + match type e

T1: Issuing API calls 99.9 (99.6) 100 (100) e g

T2: Updating API calls 100 (100) 98.3 (83.9) ¢ The_pancy Pub % sutacce privien

* The Fancy Pub R address The Fancy Pub_adcress

T3: Displaying options 749 (2.0) 749 (0) e S

* The Fancy Pub R_avai_ability four

T4: Providing information 595 (3.0 100 (100) " e oy ol el e

* lhe_ llancy_ Pub 2 rating 8

T5: Full dialogs 96.1 (49.4) 93.4 (19.7) i g, AR R
TI(OOV): Issuing API calls | 723 (0) 96.5 (82.7) o O e e o s st o o
TZ(OOV) Updating API calls 78.9 (0) 94.5 (48.4) K What do you think of this oprion: The_Place

T3(OOV)' DlSplaylng OptionS 744 (0) 75.2 (O) e Great let me do the reservation.

Task 3

Displaying options

<

T4(OOV): Providing inform. 576 (0) 100 (100) (" Canyouprovide me the address?

Here it is: The Place_address.

T5(OO0V): Full dialogs 655 (0) 77.7 (0) You rocld! Task 4

Is there anything else I can help you with?

T6: Dialog state tracking 2 41.1 (0) 41.0 (0) No thanks. Providing extra-information

K You're welcome.

y

J

Task 5 Conducting full dialogs
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E2E RL‘BaSEd KB'InfOBOt (Dhingra et al., 2017)

Entity-Centric Knowledge Base

Movie=?; Actor=Bill Murray; Release Year=1993

Movie Actor Release
) Year
(o]
Find me the Bill Murray’s movie. Groundhog Day Bill Murray 1993
>~ |/ think it came out in 1993. Mad Max: Fury Road X 2015
- 1.2
User Groundhog Day is a Bill Murray 7 KB-InfoBot ;
movie which came out in 1993. '
1.0
User  KB-InfoBot ;5: o
Utterance ¢ ) o 08
» Belief Trackers »{ Soft-KB 807
g Lookup = e SimpleRL-NoKB
' ' “ SimpleRL-HardKB
System ! 0.5 ) — SimpleRL-SoftkB
Action [ ! End-to-End
POIICV Network H Be“efs SummaryJ 0t 50000 100000 150000 200000 250000 300000 350000 400000
Number of Dialogues
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E2E RL‘Based SYStem (Zhao and Eskenazi, 2016)

,_’,I * Joint learning

)  NLU, DST, Dialogue Policy G

Dialog Acts

(a'a) E Entities E
< * Deep RL for training _: g Dl
- : :
S * Deep Q-network R RRRCEEELEPTEEE ; o !
— : State |
e Deep recurrent network : :
: 4 |
Utterence NLG < Verbals Dialog Policy E
S Action | ;
- o R — -
— Qb a) | : £ Lﬂ:&) 1,0&231‘2), ) . Hybrid-RL
CITORCT DACT DA CITCITORCT IO ) ,.\/_/\/\/\\//\ R?_/
158 S e e | . / -
@Jeol® . : 7
@OO@QD ! TN
§ /- / —RLb d-Ri
- / ——Basel
/ /"'"\/
/
AT a o) (2 (00 6%20) I/
&) ) @Iy &) (1)) L
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E2E LSTM‘Based DiaIOgue COntrOI (Williams and Zweig, 2016)

* [dea: an LSTM maps from raw dialogue history directly to a
distribution over system actions

» Developers can provide software including business rules & programmatic

APls
— LSTM can take actions in the real world on behalf of the user

 The LSTM can be optimized using SL or RL

> Call Jason Williams =

office or cellphone? «

Renormal- Sample
ization action

> [10) \
Action

W‘

>

API call

Text
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E2E Task-Completion Bot (TC-Bot) (ietal, 2017)

* User goal: Two tickets for “the witch” tomorrow 9:30 PM at regal meridian 16, Seattle.

RULE BASED SYSTEM REINFORCEMENT LEARNING SYSTEM
User: Can | get 2 tickets for the witch? User: Can | get 2 tickets for the witch?
Agent: Which theater do you want? Agent: What date would you like to see it?
User: Regal meridian 16 User: Tomorrow
Agent: What time would you like to see it? Agent: Which theater do you prefer?
User: 9:30 pm User: Regal meridian 16
Agent: What date would you like to see it? Agent: What is your location?
User: Tomorrow! User: Seattle
’ngnt: How many people are you? Agent: What time would you like to see it?
I User: Just two adults. User: 9:30 pm.

Agent:WhatTs your location? —  — ~ Agent: Great - | was able to purchase 2 tickets for

User: Seattle! you to see the witch tomorrow at regal meridian

EenFWPE kind of video format do_ymmke?_~ 16 theater in Seattle at 9:30 pm.
User: Oh, any kind is okay. User: Thanks.

Agent: Do you have any price constraint? Agent: Thanks!

RL Agent

Agent: Great - | was able to purchase 2 tickets for you
to see the witch tomorrow at regal meridian 16
theater in Seattle at 9:30 pm.

User: Thank you. |
Agent: Thank you! "o 00 200 30 400 s 600

Simulation Epoch
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E2E Imitation and RL Agent (iu+, 201¢)

O
e Generate distribution over
candidate slot values: System action
at turn k
[ ]
Sk — LSTM(Sk_l, [Uk, Ak:—l])
P(lzl | ng, A<k) — SlOtDiStm(Sk) | | Policy network
. < KB
_______________ Slot value logits
* (@Generate SYStem action: Query results
P U A E ) embedding
a
( k | <k, i<k, =<k} __ | LSTM dialogue state .
= PolicyNet(sk, vi, Ei) / \[
| |
User utterance encoding System action
at turn k attumn k-1

* Train Supervised = REINFORCE
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Dialogue Challenge

e DSTC: Dialog System Technology Challenge ®

Challenge Track Theme

DSTC6 Track 1 End-to-End Goal-Oriented Dialog Learning
Track 2 End-to-End Conversation Modeling
Track 3 Dialogue Breakdown Detection
DSTC7 Track 1 Sentence Selection
Track 2 Sentence Generation
Track 3 AVSD: Audio Visual Scene-aware Dialog

e SLT 2018 Microsoft Dialogue Challenge: End-to-End Task-Completion Dialogue Systems

* The Conversation Intelligence Challenge: ConvAl2 - PersonaChat



https://github.com/xiul-msr/e2e_dialog_challenge
http://convai.io/
http://workshop.colips.org/dstc6/call.html
http://workshop.colips.org/dstc7/
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Outline

* Introduction

* Background Knowledge

* Modular Dialogue System
e System Evaluation

* Recent Trends of Learning Dialogues
* End-to-End Neural Dialogue System
* Multimodality
e Dialogue Breadth & Dialogue Depth

Material:
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Material:

Brain Signal for Understanding

* Misunderstanding detection by brain signal
* Green: listen to the correct answer
* Red: listen to the wrong answer
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Material:

Video for Intent Understanding

O
‘ | want to see a movie on TV! ] ll
Intent: turn_on_tv
Proactive (from camera) | |

[May | turn on the TV for you? 7é
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App Behavior for Understanding

O
,',I * Task: user intent prediction
'n
» * Challenge: language ambiguity
<
- 0)
> gnd to VIVD U
Communication
Email? Message?
E ® User preference
= v'Some people prefer “Message” to “Email”
v'Some people prefer “Ping” to “Text”
166

@ App-level contexts
v “Message” is more likely to follow “Camera”
v “Email” is more likely to follow “Excel”
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Video Highlight Prediction Using Audience Chats

Collections Events

B nacsT  Videos Glips

8

W GLOLESPORTS

NA LCS Playoffs: Phoenix1 vs. Team Dignitas + 5 days ago

League of Legends

Followers

O 21,634

Share

Chat Raplay

Cursecutdr : AYU STAT G
Shijlarhuang : haHAA
IchB80504 . Where s Metecs @
TSM_Kibitz : Cass no boots haHAA
ceofetas -
RHEQSTAT?7?
colossuschest : WHO'S BETTER INORI OR METEOS
<MesSage Oeleled>

WHIPsering : NACS

@
snonuuu : @momoma3, 9
[ momeoii : ONLY METECS CAN FIX THIS Q
completely serious | <message deleted>

<message deloted>

[T Coliuder : @G2_S7_Worid_Champs, NICE MEME
M8 xD LUL

€
() mikishark242 : DAISY ME ROLLING #23
CSLUL
HADOOKEN!

Tory Hargo
Look at all of them. Amazing.

, Sam Evans
v These penguins are so cute! | just

want to cuddle one.

3" Shirly Ip
& You must be so cold!

=) (N (oS
w 0 °-

)
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Video Highlight Prediction Using Audience Chats
O

* Goal: predict highlight from the video

| LSil"M I—-| LSITM |—~-| LST™ |

o I e 1 * Input : multi-modal and multi-lingual

- ; - (real time text commentary from fans)
_ Video - . .

e Output: tag if a frame part of a highlight
| RS 5 . "‘ | ; : }H‘Predwtlon or not
Concatenated Chat String Chat

MLP

E\ IB@I

1-hot
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Outline

* Introduction

* Background Knowledge

* Modular Dialogue System
e System Evaluation

* Recent Trends of Learning Dialogues
* End-to-End Neural Dialogue System
* Multimodality
* Dialogue Breadth & Dialogue Depth

Material:
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Evolution Roadmap

Dialogue depth (complexity)

| feel sad...

I’'ve got a cold what do | do?

Open
domain
systems

Single

domain
systems

Dialogue breadth (coverage)
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Evolution Roadmap

Dialogue depth (complexity)

Empathetic systems eel sad...

I've got a cold wha

Common sense system

What is i enza?

Knowledge based system

Dialogue breadth (coverage) ‘
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Common Sense for Dialogue Planning (sun+, 2016)
O

.',I * High-level intention may span several domains
'n
o
j Schedule a lunch with Vivian.
: f O
€
A _
' find restaurant check location contact play music
-
|—
?
— What kind of restaurants do you prefer: %

172 [ The distance is . J>

[ Should | send the restaurant information to Vivian? ]7
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Empathy in Dialogue System (rung+, 2016)

* Embed an empathy module
* Recognize emotion using multimodality
* Generate emotion-aware responses

Zara - The Empathetic Supergirl

EMOS: How was your
last vacation?

USER: Awful. The hotel was
bad and it was raining all

EMOS: Sorry to hear that. Hope
your next vacation is more

Emotion Recognizer

the time. exciting!
ASR awful
the
e hotel teXt
was
\ Long Short Term
( Memory
Happy
a
Speech .
USER @ e
QUERY ; h Angry
L sgeech ==
/ - Feature map and :"‘f‘ ties w— .
____ FPESSATE - image convolution {index) :1728
{ index):1729
"recognition": "“Race: Asian Confidence: 65.42750000000001 Smiling:
Tt 3.95896 Gender: Female Confidence: 88.9369",
VISIOn “race": "Asian",
\ "race_confidence": "65.42750000000001",
“smiling": "3.95896",

"gender": "Female",
"gender_confidence": "88.9369"
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Visual Object Discovery via Dialogues (vriesetal, 2017)

* Recognize objects using “Guess What?” game
1”, “visual”, “object taxonomy” and “interaction”

* Includes “spatia

#168019

Is it a person? No Is it a cow? Yes
Is it an item being worn or held? Yes Is it the big cow in the middle? No
Is it a snowboard? Yes Is the cow on the left? No
Is it the red one? No On the right ? Yes
Is it the one being held by the Yes First cow near us? Yes

person in blue?
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Summarized Challenges
o

‘ Human-machine interface is a hot topic but several components must be integrated!

* Requires huge amounts of labeled data
e Several frameworks/models are available

\‘ Most state-of-the-art technologies are based on DNN

Handling reasoning

‘ Fast domain adaptation with scarse data + re-use of rules/knowledge
| , ,

|

Data collection and analysis from un-structured data

/
‘ Complex-cascade systems requires high accuracy for working good as a whole
/
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Material:

Brief Conclusions

* Introduce recent deep learning methods used in dialogue models

* Highlight main components of dialogue systems and new deep
learning architectures used for these components

e Talk about challenges and new avenues for current state-of-the-art
research

* Provide all materials online!

http://deepdialogue.miulab.tw
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THANK YOU

Thanks to Dilek Hakkani-Tur, Asli Celikyilmaz, Tsung-Hsien Wen, Pei-Hao Su, Li Deng, Jianfeng
Gao, Sungjin Lee, Milica Gasi¢, Lihong Li, Xiujin Li, Abhinav Rastogi, Ankur Bapna, PArarth Shah
and Gokhan Tur for sharing their slides.

& Yun-Nung (Vivian) Chen

http://vivianchen.idv.tw
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