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• Contextualized embeddings like ELMo do not transfer well to 
spoken domain w/ ASR errors.

Highlights

NLU
dataset

training

Spoken
Dataset

w/ ASR errors

evaluating

• We propose a fine-tuning method to tackle this problem.
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Motivation: Bridge between ASR and NLU

ASR NLU

• ASR errors affects downstream tasks
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• The SOTA LU models are usually pre-trained LMs

• But they are pre-trained on written text

LU models

Do they transfer well to spoken domain w/ ASR errors?

manual 
transcripts

training

ASR 
transcripts

evaluating

manual 
transcripts
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Manual ASR

Do they transfer well to spoken domain?

How can we transfer them to spoken domain?
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• LM pre-training

• Same as ELMo

Our method: Additional fine-tuning stage

• Training target task classifier

• Pre-trained LM is used as a feature extractor

• LM fine-tuning

• make the embeddings acoustic-aware
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• Force embeddings of acoustically similar words to be closer

Make them acoustic-aware!

fares

affairs

flights

lights
How to determine which words to bring closer?

Confusion loss
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• Case 1: we have paired ASR and manual transcripts (supervised)

• Case 2: we only have some ASR transcripts (unsupervised)

How to determine which words to bring closer?



N
T

U
M

I
U

L
A

B

• Case 1: we have paired ASR and manual transcripts (supervised)

How to determine which words to bring closer?
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• Case 2: we only have some ASR transcripts (unsupervised)

How to determine which words to bring closer?
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• ULMFit: 
Fine-tune w/ LM objective helps domain transfer (Howard and 
Ruder, 2018)

Fine-tuning LMs (ELMo)
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Results
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• Contextualized models (ELMo) do not transfer well to spoken 
domain with ASR errors.

Conclusions

• We introduce an additional fine-tuning stage to make embeddings 
more acoustic-aware.

• We achieve this by forcing embeddings of acoustically similar words 
to be closer. We propose two methods to extract these pairs

• The experiment results show that our method can make 
contextualized embeddings more robust to ASR errors.
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Thanks for listening!

Code available at https://github.com/MiuLab/SpokenVec
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