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»Using graph-based re-ranking to improve spoken term detection with acoustic similarity. ~ACOUStIC Feature Space @ S ® rclevant
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~_ — should be given higher relevance scores.
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White blocks: original spoken term detection

Acoustic Distance

» Compute acoustic distance d(x; ,x;) for each utterance pair x; ,x; In first-pass resullt.
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' - MFCC sequence of x » Considering global similarity among first-pass retrieved
l utterances.
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* Corpus: 33 hours of course lectures (single instructor)
* Language: primarily in Mandarin Chinese

Graph-Based Re-Ranking with Acoustic Feature . Acoustic Model: SI. MLLR. SD
» Modified Random Walk
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relevance score » Our approach performs better, specially for the relatively
. . o poorer acoustic models (SI and MLLR).
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* Integrated with original relevance score » The graphic structure provides significant information in ranking.



