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Motivation
• Collecting preference data for RM training is costly, 

especially for domain-specific preference data 

requiring domain experts.

Paper Idea

Domain Knowledge LM + RM = DogeRM!

• Domain-specific instruction-tuning data are relatively 

more accessible to domain-specific preference data.

• Model Merging combines multiple single-domain LMs 

into a multi-domain LM without extra training.

• RQ: Can we merge classifier-based RMs with 

domain-specific LM to integrate domain knowledge?

Summary

• Merging RMs with domain LM enhance RM 

performance on various benchmarks.

• DogeRM can generalize to different 

benchmarks and model architectures.

• Starting from the same pre-trained model, we fine-

tune a general classifier-based RM.

• With Domain SFT LMs, we can adopt any model 

merging techniques to obtain Domain RM!

Experimental Results DogeRM is effective across different benchmarks!
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DogeRM can be applied to different model architecture!

DogeRM can effectively integrate multiple domains!
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