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Experiment 1. Contextual Word Similarities
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»MUSE can effectively separate different senses in an unsupervised way. L » MUSE with exploration outperforms all baselines. o Code Available:
» MUSE beat some supervised systems w/o any supervision. http://github.com/MiuLab/MUSE




