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=& Sequence Modeling & Embeddings

* Word Representation Basics
e Word Embeddings
* Recurrent Neural Network
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Learning Target Function

Classification Task

f(x)=y ===) f:R" > R"

X: input object to be classified - a N-dim vector
y: class/label - a M-dim vector

“This is awesome!” — +
“It sucks.” —_ -

How do we represent the meaning of the word?

http://seamls.miulab.tw/
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Meaning Representations

* Definition of “Meaning”

* the idea that is represented by a word, phrase, etc.

* the idea that a person wants to express by using words, signs, etc.
* the idea that is expressed in a work of writing, art, etc.
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Meaning Representations in Computers

* Knowledge-based representation

e Corpus-based representation
v Atomic symbol
v'Neighbors
* High-dimensional sparse word vector
* Low-dimensional dense word vector

» Method 1 — dimension reduction
= Method 2 —direct learning
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Meaning Representations in Computers

' * Knowledge-based representation
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Knowledge-Based Representation

* Hypernyms (is-a) relationships of WordNet

from nltk.corpus import wordnet as wn o
panda = wn.synset('panda.n.01') \
hyper = lambda s: s.hypernyms()
list (panda.closure(hyper)

motorcar

| compact ]

[Synset('procyonid.n.01'),
Synset('carnivore.n.01'),
Synset('placental.n.01'),
Synset('mammal.n.01'),
Synset('vertebrate.n.01'),
Synset('chordate.n.01'),

hatch-back

Synset('animal.n.01'), Issues:

Synset('organism.n.01'), . i
Synset('living_thing.n.01"), neV\_lly I!’1V€ nted words
Synset('whole.n.02"), = SuU bjectlve

Synset('object.n.01"), . .
Synset('physical_entity.n.01"), annotation effort

Synset('entity.n.01')] = difficult to Compute word simila rity
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Meaning Representations in Computers

e Corpus-based representation
v’ Atomic symbol
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Corpus-Based Representation

e Atomic symbols: one-hot representation

cm[OOOOOO%OO”.m

car

Issues: difficult to compute the similarity (i.e. comparing “car” and “motorcycle”)

[000000100...0]anp[001000000...0]=0

car motorcycle
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Corpus-Based Representation

* Co-occurrence matrix
* Neighbor definition: full document v.s. windows

* full document: word-document co-occurrence matrix gives general topics

- “Latent Semantic Analysis”, “Latent Dirichlet Allocation”

 windows: context window for each word

—> capture syntactic (e.g. POS) and sematic information
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Meaning Representations in Computers

e Corpus-based representation

v'Neighbors
* High-dimensional sparse word vector
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Window-Based Co-occurrence Matrix

| . Examp|e ) 5|:nrllar|ty:0
* Window length=1 Counts | | [ love | enjoy| Al | deep | learning
e Left or right context | o 2 1 0 0 0
 Corpus: love 2 0 1 1 0
enjoy |1 0 0 0 0 1
| love Al. Al ol 1 0 0 5 .
I IO\{e deep Igarnmg. deep 0| 1 ; 5 : :
| enjoy learning. :
learning | O 0 ]} 1 ] 0 1 0
Issues: R N ;
= matrix size increases with vocabulary |ldea: low-dimensional dense word vector

= high dimensional
= sparsity
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Meaning Representations in Computers

e Corpus-based representation

v'Neighbors

 Low-dimensional dense word vector
* Method 1 — dimension reduction
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Low-Dimensional Dense Word Vector

e Method 1: dimension reduction on the matrix

 Singular Value Decomposition (SVD) of co-occurrence matrix X

approximate I
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Low-Dimensional Dense Word Vector

e Method 1: dimension reduction on the matrix

 Singular Value Decomposition (SVD) of co-occurrence matrix X

WRIST

ANKLE
SHOULDER
ARM
LEG
HAND
FOOT
HEAD
NOSE
FINGER
TOE
FACE
EAR
EYE
TOOTH
DOG
CAT
PUPPY
KITTEN
CO
MOUS
— TURTLE
OYSTER
LION
BULL

CHICAGO
ATLANTA
MONTREAL
NASHVILLE
TOKYO

CHINA
RUSSIA
AFRICA
| ASIA
EUROPE

AMERICA

BRAZIL
MOSCOW
FRANCE
HAWAII

semantic relations

0SB

ICHGHENO.é%Eﬂ%%SING

@ SPEAK
ING

u SHOWN
0 SHOWED

OSHOWING

* SHOW

o TAKE

= TAKENG TAKING
0 TOOK

" GROWHow

OGREW

OGROWING

u STOLEN

OSTEALING

» THROMARTIREW

BEAJENT
oEATING

syntactic relations

Issues:
computationally expensive
difficult to add new words
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Meaning Representations in Computers

e Corpus-based representation

v'Neighbors

 Low-dimensional dense word vector

= Method 2 — direct learning
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Low-Dimensional Dense Word Vector

 Method 2: directly learn low-dimensional word vectors

* Learning representations by back-propagation. (Rumelhart et al., 1986)
* A neural probabilistic language model (Bengio et al., 2003)
 NLP (aImost) from Scratch (CoIIobert & Weston, 2008)

* As known as ”Word Embeddlngs

newspaper = <0.08, 0.31, 0.41>

magazine = <0.09, 0.35, 0.36>

—
biking = <0.59, 0.25, 0.01>
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Major Advantages of Word Embeddings

* Propagate any information into them via neural networks
* form the basis for all language-related tasks

cat sat song the mat
A
)

l

deep learned word embeddings
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Concluding Remarks

* Knowledge-based representation

e Corpus-based representation
v Atomic symbol
v'Neighbors
* High-dimensional sparse word vector
* Low-dimensional dense word vector

» Method 1 — dimension reduction
= Method 2 —direct learning

http://seamls.miulab.tw/
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22

Word2Vec Skip-Gram

Mikolov et al., “Distributed representations of words and phrases and their compositionality,” in NIPS, 2013.
Mikolov et al., “Efficient estimation of word representations in vector space,” in ICLR Workshop, 2013.
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Word2Vec — Skip-Gram Model

e Goal: predict surrounding words within a window of each word

* Objective function: maximize the probability of any context word given the
current center word

w17w27”' 7wt—mj... Wt — 1j@wt+17 ’ Jwt+mj... wr— 17wT
l

context window

p(wo,1,wo,2, "+ swo.c | wr) HP (woc ! wy)
target word vector

Co) == ch log p(wo.c | wr) plwo | wy) = =P
e | 2 D eXP(v U, )
outside target word
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Word2Vec Skip-Gram lllustration

e Goal: predict surrounding words within a window of each word

Output Layer
Softmax Classifier

Hidden Layer

i ] Probability that the word
|nput Vector X Linear Neurons ' “abandon” appears nearby

0 v Z
i \ / Probability that the word
i “ability” appears nearby
i "'\_ ¥
o W W
0 V X N N Z - N xV
- \
T — N Probability that the word
A ‘1" in the position ! “able” appears nearby
corresponding to the A
word “ants”
0]
0 \
. \

X

V — 10,000 \
~ positions 34 N
N - 300 neurons Probability that the word
- “zone” appears nearby

V — 10,000

neurons
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Hidden Layer Matrix = Word Embedding Matrix
WVXN

300 neurons 300 features

10,000 words
10,000 words
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Linear Neurons

In or
° L] . o
4 \
a0
\\ / NN Probability that the word
_ \ N, “ability” appears nearby
7N X .
/ \ N
\
k
/ Probability that the word
AV inth “able” appears nearby
correspor
word “an

Output Layer -
| «4yttp:/[seamls.miulab.tw/
Hidden Layer

/ T ot appesneny

* Hidden layer weight matrix = word vector lookup =  * \‘@ S

h = (L’TW — W(k,) = U'w[

300 features

17 24 1 7
23 5 7
[0 0 0 1 0] x |4 6 13| = [10 12 19]
10 12 19
111 18 254

10,000 words

The 300-dim feature representation has the ability of predicting the contexts
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Hidden Layer

Weight Matrix Relation Tl

10,000 words

sa4nb3af 00€

g
sj—hij

softmax

p(’wj = WOo,c | wr) = Yi. ==V
within the context window gjj’zl eXp(Sj/L

Output weights for “car”

softmax

Word vector for “ants”

T X

300 features

Probability that “car”
shows up near “ants”

300 features
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Word2Vec Skip-Gram Illustration

Output Layer S
Softmax Classifier

Input Vector X

A ‘1" in the position
corresponding to the —»
word “ants”

[e][eBe[e]e]o]e]e]o]

10,000
positions

wy

Hidden Layer h
Linear Neurons

- Wyxn

.

300 features

300 neurons
w j

10,000 words

10,000 words

sainpaf 00€

Probability that the word
“abandon” appears nearby

Probability that the word
“ability” appears nearby

Probability that the word
“able” appears nearby

Probability that the word
“zone” appears nearby

—':5,

10,000

neurons

- p(wj = Wo,c | wr)
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Loss Function

C0) =

* Given a target word (w,)

—logp(wo 1, Wo2, " ,WO,C \ wl)

1ogH Pl -

) exp(

= — Z s;, + C'log Z exp(s)
c=1 j'=1

http://seamls.miulab.tw/
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Linear Neurons

Input Vector
) i ;> Q ‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘
u , 2 “ability” appears nearby
pdate for b 3w
B oz
o]
o]

ccccccccccccc
vvvvvvvvvvv

* G iven ata rget WO rd (W|) S @ e

0) Os; ¢
]C _— . —_ . ° .
Sjc awj T E :(yjc t]c> h”&

c=1

IIMQ

ac'(

a — y]c @ error term

=1, when Wi is within the context window
=0, otherW|se
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Linear Neurons

Input Vector
: 2 @ ——
i ’ ability” appears nearby
p a 6 ! ( ) r WVfo 5 Wi

repondnatame — | o sty

o]

o]

[o]

aC(0)  9C(H) B,
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SGD Update

C
w;] (t4+1) _ w;j (t) _ n - Z(yjc t;) - h C
c:l ,,,,,,,,,,,,,,,,,,,,,,, E‘[] — Z(y]c - t]c)

/ (t+1) ! (t) _ . c=1
Yuwj — Ywy T BLy -

vV o C
t+1 t

wz(j | — wz(j) — 7 s: S:(y]c t]c) w;j L
e St |4
oV =0l = EHT B Bl
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Negative Sampling

http://seamls.miulab.tw/

* |dea: only update a sample of output vectors

C(0) = —logo(v), fva + Z log o (v), waI)

El; = o(v) Tfuwj) t;

’UJj GWneg

EH= )  EIL-

wj

Mikolov et al., “Distributed representations of words and phrases and their compositionality,” in NIPS, 2013.
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WOrdZVGC Sk'p_G ram VISLla'Izathﬂ https://ronxin.github.io/wevi/

e Skip-gram training data:
apple|drink”?juice,orange | eat™apple,rice|drink?juice,juice | drinkAmilk,milk | drink”rice,water|d
rink milk,juice |orange”apple,juice |applerdrink,milk | riceAdrink,drink | milk*water,drink | water
Ajuice,drink|juicewater



https://ronxin.github.io/wevi/
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Word2Vec Variants

e Skip-gram: predicting surrounding words given the target word (Mikolov+, 2013)
p(wt—ma nro W1, W41, 70 Wtm ‘ wt)

 CBOW (continuous bag-of-words): predicting the target word given the
surrounding words (Mikolov+, 2013)

p(wt ‘ Wt—m,y - Wt—1, Wt41, " " :thrm)
* LM (Language modeling): predicting the next words given the proceeding
contexts (Mikolov+, 2013)

p(wis1 | wy)

Mikolov et al., “Efficient estimation of word representations in vector space,” in ICLR Workshop, 2013.
Mikolov et al., “Linguistic regularities in continuous space word representations,” in NAACL HLT, 2013.

better

first
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Word2Vec CBOW

e Goal: predicting the target word given the surrounding words

P(Wt | Wi, - W1, Wi 1, 5 Wi

>

http://seamls.miulab.tw/
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Word2Vec LM

* Goal: predicting the next words given the proceeding contexts

http://seamls.miulab.tw/
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Comparison

 Count-based

* Example

* |LSA, HAL (Lund & Burgess), COALS (Rohde
etal), Hellinger-PCA (Lebret & Collobert)

* Pros
v/ Fast training
v Efficient usage of statistics
* Cons
v’ Primarily used to capture word
similarity
v’ Disproportionate importance given
to large counts

http://seamls.miulab.tw/

* Direct prediction

* Example
* NNLM, HLBL, RNN, Skipgram/CBOW,

(Bengio et al; Collobert & Weston; Huang et al;
Mnih & Hinton; Mikolov et al; Mnih & Kavukcuoglu)

* Pros
v’ Generate improved performance on

other tasks

v’ Capture complex patterns beyond

word similarity

* Cons
v’ Benefits mainly from large corpus
v’ Inefficient usage of statistics
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.\oVe

Pennington et al., “GloVe: Global Vectors for Word Representation,” in EMNLP, 2014.
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GloVe

http://seamls.miulab.tw/

* |dea: ratio of co-occurrence probability can encode meaning

. Pij is the probability that word w; appears in the context of word w;

BFij = P(wj | w;)

* Relationship between the words w; and w;

X = solid

X = gas

Xii/ X

X =water x=random

P(x | ice) large small
P(x | stream) large small
P(x | ice) 1 -1

P(x | stream)
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GloVe

* The relationship of w; and W; approximates the ratio of their co-occurrence
probabilities with various w,

Py,
F(w;,w;, wi) =
. Py,
F(w; —wj, wy) = P,
, P
F((wo, = vu) vly) = 5 F() = exp(:)
J

/ T 7
Vi = Vg, = Uy, Uy, = 10g P(wy | w;)
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GloVe

Vs, ’U~j — ’UT?J~j = log P(w, | w;) Py = Xi;i/ X,

= log P;; = log(X;;) — log(X;)
VgVt + bi+ b = log(X;;)

= Z f(Pij) (v, - v, — log Pyj)°

,31

Zf i) (O, o, 0 +b;—log X;;)”

1,j=1
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Word Vector Evaluation
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Intrinsic Evaluation — Word Analogies

o Word linear relationship WA - Wp — WC - Wy
)T

U,

r = arg max (Vg = ¢
L T T |

* Syntactic and Semantic example questions [link]

WOMAN UEENS
AUNT Q

MAN / KINGS
UNCLE

QUEEN \ QUEEN



https://github.com/arfon/word2vec/blob/master/questions-words.txt
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Intrinsic Evaluation — Word Analogies

e Word linear relationship WA - WB — WC . Wy

e Syntactic and Semantic example questions [link]

city---in---state

Chicago :
Chicago :
Chicago :
Chicago :
Chicago :
Chicago :
Chicago :
Chicago :
Chicago :
Chicago :

lllinois = Houston : Texas

lllinois = Philadelphia : Pennsylvania
lllinois = Phoenix : Arizona

lllinois = Dallas : Texas

lllinois = Jacksonville : Florida
lllinois = Indianapolis : Indiana
lllinois = Aus8n : Texas

lllinois = Detroit : Michigan

lllinois = Memphis : Tennessee
lllinois = Boston : Massachusetts

capital---country

Abuja :
Abuja :
Abuja :
Abuja :
Abuja :
Abuja :
Abuja :
Abuja :
Abuja :

Nigeria = Accra : Ghana

Nigeria = Algiers : Algeria

Nigeria = Amman : Jordan

Nigeria = Ankara : Turkey

Nigeria = Antananarivo : Madagascar
Nigeria = Apia : Samoa

Nigeria = Ashgabat : Turkmenistan
Nigeria = Asmara : Eritrea

Nigeria = Astana : Kazakhstan


https://github.com/arfon/word2vec/blob/master/questions-words.txt
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Intrinsic Evaluation — Word Analogies

e Word linear relationship WA - WB — WC . Wy

e Syntactic and Semantic example questions [link]

superlative

bad : worst = big : biggest

bad : worst = bright : brightest
bad : worst = cold : coldest
bad : worst = cool : coolest
bad : worst = dark : darkest
bad : worst = easy : easiest
bad : worst = fast : fastest

bad : worst = good : best

bad

: worst = great : greatest

past tense

dancing : danced = decreasing : decreased
dancing : danced = describing : described

dancing : danced = enhancing : enhanced

dancing : danced = falling : fell

dancing : danced = feeding : fed

dancing : danced = flying : flew

dancing : danced = generating : generated

dancing :
dancing :
dancing :

danced = going : went
danced = hiding : hid
danced = hiding : hit


https://github.com/arfon/word2vec/blob/master/questions-words.txt

http://seamls.miulab.tw/

Intrinsic Evaluation — Word Correlation

P  Comparing word correlation with human-judged scores

oo
:;  Human-judged word correlation [link]
<
-l
> _ Wordl | Word2 | Human-JudgedScore _
é tiger cat 7.35
tiger tiger 10.00
- book paper 7.46
= computer internet 7.58
= plane car 5.77
47 professor doctor 6.62
stock phone 1.62



http://www.cs.technion.ac.il/~gabr/resources/data/wordsim353/
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Extrinsic Evaluation — Subsequent Task

.+ Goal: use word vectors in neural net models built for subsequent tasks

m !
* Benefit
(o) . :
<  Ability to also classify words accurately
—J * Ex. countries cluster together a classifying location words should be possible with word vectors
2 * Incorporate any information into them other tasks
* Ex. project sentiment into words to find most positive/negative words in corpus
-
-
2

S
(o)
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Concluding Remarks

 Low dimensional word vector
* word2vec
—_—

~ ,
water (Y O~ (O water water (O~

| Skip-gram |

* GloVe: combining count-based and direct learning

e Word vector evaluation

* Intrinsic: word analogy, word correlation
e Extrinsic: subsequent task

‘
Y

© 00 eeo
O = 3

5 § 8 2 5 8

http://seamls.miulab.tw/
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Outline

e Language Modeling
* N-gram Language Model
* Feed-Forward Neural Language Model
* Recurrent Neural Network Language Model (RNNLM)

* Recurrent Neural Network
* Definition
* Training via Backpropagation through Time (BPTT)
* Training Issue

* Applications
* Sequential Input

e Sequential Output
* Aligned Sequential Pairs (Tagging)
* Unaligned Sequential Pairs (Seq2Seq/Encoder-Decoder)

http://seamls.miulab.tw/
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Outline

* Language Modeling
* N-gram Language Model
* Feed-Forward Neural Language Model
e Recurrent Neural Network Language Model (RNNLM)

* Recurrent Neural Network
* Definition
* Training via Backpropagation through Time (BPTT)
* Training Issue

* Applications
e Sequential Input

e Sequential Output
* Aligned Sequential Pairs (Tagging)
e Unaligned Sequential Pairs (Seq2Seq/Encoder-Decoder)

http://seamls.miulab.tw/
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Language Modeling

e Goal: estimate the probability of a word sequence
P(UJl,"' awm)

e Example task

* determinate whether a sequence is grammatical or makes more sense

~ If P(recognize speech)
recognize speech > P(wreck a nice beach)

%WWM » o - oupute N

wreck a nice beach “recognize speech”
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Outline

e Language Modeling
* N-gram Language Model

http://seamls.miulab.tw/
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N-Gram Language Modeling

o Goal: estimate the probability of a word sequence
P(wla T me-)
* N-gram language model
* Probability is condltloned on a window of (n- 1) previous words
P(’wl,-- , prz|w17 . wzl NHsz‘wz (n—1) " 7w’i—1)
1=1
* Estimate the probablllty based on the training data
C(nice beach)‘— Count of “nice beach” in the training data
P(beach|nice) =

C(nice) <= Count of “nice” in the training data
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N-Gram Language Modeling

* Training data:
* Thedogran ...
* The cat jumped ......

P(jumped | dog ) =\& 0.0001  give some small probability
P(ran | cat) =\ 0.0001 —> smoothing

» The probability is not accurate.

» The phenomenon happens because we cannot collect all the
possible text in the world as training data.
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Outline

e Language Modeling

* Feed-Forward Neural Language Model

http://seamls.miulab.tw/
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Neural Language Modeling

o Idea: estimate P(w; | w;_(,—1), - , w;—1)not from count, but from the NN prediction

P(“wreck a nice beach”) = P(wreck | START)P(a|wreck)P(nice|a)P(beach|nice)

P(next word is

P(next word is P(next word is
“wreck”) P(next word is “a”) “nice” “beach”)
tttttt  t1t11t Hﬁﬁ Hﬁﬁ
Neural Neural Neural Neural
Network Network Network Network
t t t t
vector of “START” vector of “wreck” vector of “a” vector of “nice”
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Neural Language Modeling

§ = softmax(W @ g(W WMz + M) 4+ W)z 4 p3))

i-th output = P(w; = i| context)
softmax PrObab|||ty diStribution
s - see ) of the next word
most| computation here \\
w2 \

tanh

.............................................
shared parameters
across words

context vector

index for wy_py1 index for w;_» index for w,_,
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Neural Language Modeling

* The input layer (or hidden layer) of the related words are close
h, t

®
@
cat

dog rabbit
O

>h1

* If P(jump]|dog) is large, P(jump|cat) increase accordingly (even there is not “...
cat jump ...” in the data)
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Outline

e Language Modeling

* Recurrent Neural Network Language Model (RNNLM)

http://seamls.miulab.tw/
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Recurrent Neural Network

 |dea: condition the neural network on all previous words and tie the weights at
each time step

* Assumption: temporal information matters
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RNN Language Modeling @dembdist

=

context vector

P(next word is P(next wordis  P(next word is
“wreck”)

ll II

P(next word is “nice” “beach”)

?
?Q?#?#

vector of “START” vector of “wreck” vector of “a” vector of “nice”

Idea: pass the information from the previous hidden layer to leverage all contexts
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e Recurrent Neural Network

http://seamls.miulab.tw/



RNNLM Formulation

P * At each time step,

http://seamls.miulab.tw/

probability of the next word

(aa)

< hi = o(Wh_1 + Uxy)

é 1y = softmax(V hy)
Py = wj | &y, ) = Ut

-

; ht—l. . ‘ ......

65

vector of the current word
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e Recurrent Neural Network
e Definition
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Recurrent Neural Network Definition

Sy = U(WSt—l + U{L‘t) o (-): tanh, ReLU
o; = softmax(V s;)

O 0t+1
V T
44 W -1 3 Y 31
:} - —0-——>0—0"—
W |14
Unfold T

w
U TU U TU
X, X

x

Os
NQ
|

o
—
<

Q

=
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Model Training

* All model parameters ) — {U, |74 W} can be updated by

1+1 i l
0 — 0 - WVQC(Q) Vi1 Y, Y..; target
I
, I & tow
O O & 0,., predicted
ol q
SO W Ost—l Ost Ost+1
U:> %% %4 W
nfold
@ U U TU
X xt—] xt xt‘+1
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e Recurrent Neural Network

* Training via Backpropagation through Time (BPTT)

http://seamls.miulab.tw/
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Backpropagation

| >1
| =1
Backward Pass Forward Pass
5i - UI(ZL)LG vC(y) o A=wly !
vt =d'F o wh)s
a:(z )@( ) al _ O'(Zl)
ol — o Z'z) o (W T s s
, zl _ Wlal—l 4 bl
al = o(2)




Backpropagation 9C(6)

.
.

5 Layer | Layer L-1 Layer L

vC(y)

= NTU CRIULAB im~
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aC (0)| 0z

Backward Pass

5t =o' (%) o vC(y)
5L—1 _ O_I(ZL—l) ® (WL)TCSL

5l _ U,(ZZ) o (Wl—l—l)T(SH—l
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Backpropagation through Time (BPTT)

Computes,, s,, S3, Sy -.....
Backward Pass: ~For ) —For €%
o <> For C(®) =»fFor c(V)

Y
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e Recurrent Neural Network

* Training Issue

http://seamls.miulab.tw/
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RNN Training Issue

* The gradient is a product of Jacobian matrices, each associated with a step in

the forward computation

* Multiply the same matrix at each time step during backprop

The gradient becomes very small or very large quickly
- vanishing or exploding gradient

Bengio et al., “Learning long-term dependencies with gradient descent is difficult,” IEEE Trans. of Neural Networks, 1994. [link]
Pascanu et al., “On the difficulty of training recurrent neural networks,” in ICML, 2013. [link]

http://seamls.miulab.tw/


http://www-dsi.ing.unifi.it/~paolo/ps/tnn-94-gradient.pdf
http://www.jmlr.org/proceedings/papers/v28/pascanu13.pdf
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Rough Error Surface

| '0.35
'0.30
1= et [ 0.25
i '0.20
'0.15
'0.10
'0.05

150D

g
o0

S

24 —2.2 —-2.0

Wy

VN
s

-2.8 —26

The error surface is either very flat or very steep

Bengio et al., “Learning long-term dependencies with gradient descent is difficult,” IEEE Trans. of Neural Networks, 1994. [link]
Pascanu et al., “On the difficulty of training recurrent neural networks,” in ICML, 2013. [link]


http://www-dsi.ing.unifi.it/~paolo/ps/tnn-94-gradient.pdf
http://www.jmlr.org/proceedings/papers/v28/pascanu13.pdf
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Possible Solutions

Recurrent Neural Network



clipped gradient
STILLLLLLE S
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Exploding Gradient: Clipping

Idea: control the gradient value to avoid exploding

Algorithm 1 Pseudo-code for norm clipping

g 5
if ||g|| > threshold then
g . threshold ;4

R
end if

Parameter setting: values from half to ten times
the average can still yield convergence

Pascanu et al., “On the difficulty of training recurrent neural networks,” in ICML, 2013. [link]


http://www.jmlr.org/proceedings/papers/v28/pascanu13.pdf
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Vanishing Gradient: Gating Mechanism

* RNN models temporal sequence information
e can handle “long-term dependencies” in theory

v

> =@ &—>—®

v

v

®)
I
A
6

>3 > —C

“I grew up in France...
| speak fluent French.”

Issue: RNN cannot handle such “long-term dependencies” in practice due to vanishing gradient
> apply the gating mechanism to directly encode the long-distance information
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Long Short-Term Memory

Addressing Vanishing Gradient Problem
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Long Short-Term Memory (LSTM)
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* LSTMs are explicitly designed to avoid the long-term dependency problem

& ©

O,

=

A

Vanilla RNN

b

I
A

—

—>

:
6

D,

A

p
e

Q)

:
6

EE—

®)
1

A

b
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Long Short-Term Memory (LSTM)

O—P>—>—<

Neural Network Pointwise Vector
Layer Operation Transfer

LSTM @\ &)

Concatenate Copy

1 t
4 4 ) )
- —(—D T -> —>
A iﬁ’ﬁ A
(23 +UII 1 J - ,) )-’
\® Y,

Hochreiter and Schmidhuber, ”“Long short-term memory,” in Neural Computation, 1997. [link]


http://deeplearning.cs.cmu.edu/pdfs/Hochreiter97_lstm.pdf
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Long Short-Term Memory (LSTM)

& ® &)
t t t
N\ . I\ R
o T A [l A
(] (]
N | Net Kk Pointwi Vect Ly
curaNemork  pontuse Ve concatenate  copy | / e
&) © &)
LSTM
(e Cy runs straight down the chain with

minor linear interactions
- easy for information to flow
along it unchanged

Gates are a way to optionally let
— information through

- composed of a sigmoid and a
pointwise multiplication operation

Hochreiter and Schmidhuber, ”“Long short-term memory,” in Neural Computation, 1997. [link]


http://deeplearning.cs.cmu.edu/pdfs/Hochreiter97_lstm.pdf
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Long Short-Term Memory (LSTM)

Neural Network Pointwise
Layer Operation

LSTM

fe

Lt

Vector
Transfer

Concatenate

O—>>->—<

Copy

& ® &)
L—+ !
o Al A ]
© ® ©

forget gate (a sigmoid layer): decides
what information we’re going to
throw away from the cell state

fe =0 Ws-|ht—1,2¢] + by)

* 1: “completely keep this”
* 0: “completely get rid of this”

Hochreiter and Schmidhuber, ”“Long short-term memory,” in Neural Computation, 1997. [link]


http://deeplearning.cs.cmu.edu/pdfs/Hochreiter97_lstm.pdf
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Long Short-Term Memory (LSTM)

Neural Network Pointw!se Vector Concatenate
Layer Operation Transfer
LSTM

Hochreiter and Schmidhuber, ”“Long short-term memory,”

° e 9
= AN ]
© ® ©

input gate (a sigmoid layer): decides
what new information we’re going
to store in the cell state

it =0 (Wi-[hi—1, 2] + ;)
ét :tanh(WC'[ht_l,iUt] + bc)

Vanilla RNN

in Neural Computation, 1997. [link]


http://deeplearning.cs.cmu.edu/pdfs/Hochreiter97_lstm.pdf
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Long Short-Term Memory (LSTM)

&) ® @)
| | |
N\ I\ .
o — > < (|
Neural Network  Pointwi Vect A E‘g_. =
eura etwor olntwise ector
Layer Operation  Transfer Concatenate Copy | J ), |
& Q) &
LSTM

cell state update: forgets the things

Ci_1 : : C| ¢ we decided to forget earlier and add

the new candidate values, scaled by
how much we decided to update
each state value

i

Ct:ft*ct—1+it*ét

 f,: decides which to forget
* i:decide which to update

Hochreiter and Schmidhuber, ”“Long short-term memory,” in Neural Computation, 1997. [link]


http://deeplearning.cs.cmu.edu/pdfs/Hochreiter97_lstm.pdf
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Long Short-Term Memory (LSTM)

@ (0 )
t 1 t
N | N
o — > < { A Lot ot { A }:
(] [
N | Net k Pointwi Vect —
Mo fortwse VOO concaenste  com | / /
&) ) &
LSTM h,
output gate (a sigmoid layer):
decides what new information we’re

going to output
Ot :U(Wo [ht—lvajt] + bo)

h: = o * tanh (C})

Hochreiter and Schmidhuber, ”“Long short-term memory,” in Neural Computation, 1997. [link]


http://deeplearning.cs.cmu.edu/pdfs/Hochreiter97_lstm.pdf
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Variants on LSTM

Addressing Vanishing Gradient Problem
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LSTM with Peephole Connections

O—>>->—<

Neural Network Pointwise Vector
Layer Operation Transfer

Concatenate Copy

LSTM with Peephole Conncetions

& ® &)

L—+ !
|~ [l A ]
© ® ©

Idea: allow gate layers to look at the
cell state

ft =0 (W [Ce1,he—1,2¢] + by)
it =0 (Wi'[ct—l,ht—laﬂft} + b;)
Ot =0 (Wo'{ota ht—lamt] + bo)

Gers and Schmidhuber, “Recurrent nets that time and count,” in [JCNN, 2000. [link]


ftp://ftp.idsia.ch/pub/juergen/TimeCount-IJCNN2000.pdf
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LSTM with Coupled Forget/Input Gates

@ ® )
t t t
N\ |\ .
O —l >—} _< @d| |
Neural Network  Pointwi Vect A E‘g_. =
eura etwor ointwise ector
Layer Operation  Transfer Concatenate Copy | J ), |
© ® ©

LSTM with Coupled Forget/Input Gates

Idea: instead of separately deciding
what to forget and what we should
add new information to, we make
those decisions together

Ct:ft*ct—1+(1—ft)*ét

We only forget when we’re going to
input something in its place, and
vice versa.

Gers and Schmidhuber, “Recurrent nets that time and count,” in [JCNN, 2000. [link]


ftp://ftp.idsia.ch/pub/juergen/TimeCount-IJCNN2000.pdf
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Gated Recurrent Unit

Addressing Vanishing Gradient Problem
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Gated Recurrent Unit (GRU)

N M
: @m| |
O — > <] |\ L A
N | Network Pointwi Vect B'El->
eural Networ ointwise ector —>
Layer Operation Transfer Concatenate copy 7 -

Idea: combine the forget and input gates into
a single “update gate”; merge the cell state
and hidden state

update gate: z; = o (W, - [ht_1, x¢])

resetgate: 1y =0 (W, - [he—1, 2¢])

r,=0: ignore previous memory and only
- stores the new word information

ht:(l—zt)*ht—1+2t*’}t

Cho et al., "Learning phrase representations using RNN encoder-decoder for statistical machine translation,” arXiv preprint arXiv:1406.1078, 2014 4link]


http://arxiv.org/pdf/1406.1078v3.pdf
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Extension

Recurrent Neural Network
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Bidirectional RNN

~

hi = f(Wx, +Vhia +b)
_ _ , | hi = fF(Wx, +Vhui +b)
’ . . . . g
A A A A y, = g(U[ht,ht]+C)
X e o ° °
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Deep Bidirectional RNN

I

(3) 2‘ : (i Do) =

f hi= fOW RV RO+ B )
(i) —()=()  <(i)

h(z) h: = f(W h(l 1)+V hisi+b )

(L) «(L)
h(l) =g(U[hr ;hr ]+C)
AR
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* Language Modeling
* N-gram Language Model
* Feed-Forward Neural Language Model
e Recurrent Neural Network Language Model (RNNLM)

* Recurrent Neural Network
* Definition
* Training via Backpropagation through Time (BPTT)
* Training Issue

* Applications
e Sequential Input

e Sequential Output
* Aligned Sequential Pairs (Tagging)
e Unaligned Sequential Pairs (Seq2Seq/Encoder-Decoder)

http://seamls.miulab.tw/
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How to Frame the Learning Problem?

* The learning algorithm f is to map the input domain X into the output domain Y

f: X oY

* Input domain: word, word sequence, audio signal, click logs

* Output domain: single label, sequence tags, tree structure, probability distribution
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* Applications
e Sequential Input

http://seamls.miulab.tw/
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Input Domain — Sequence Modeling

o |dea: aggregate the meaning from all words into a vector
* Method:
* Basic combination: average, sum
. : N-dim

* Neural combination: |
v Recursive neural network (RVNN) this [ )
v’ Recurrent neural network (RNN) _0-2 0.6 0.3 --- 0-4_
v’ Convolutional neural network (CNN) specification [99 08 0.1 ... 0.1]
s 010301 - 0.7
good 0.5 0.0 0.6 --- 0.4]

How to compute ' = [a1 9 a3 -+ TN
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Sentiment Analysis

ot Encode the sequential input into a vector using RNN

T = [:15'1 XTo X3 - -- LCN}
Output
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* Applications

* Sequential Output

http://seamls.miulab.tw/
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Output Domain — Sequence Prediction

* POS Tagging
“I like reading papers.” — |/PN like/VBP reading/VBG papers/NNS

* Speech Recognition

i W ' — "Hello”
) o

* Machine Translation

“How are you doing today?” — "“{RUF1E?"
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» Aligned Sequential Pairs (Tagging)




POS Tagging

Jo, o Taga word at each timestamp
- * Input: word sequence
(o] e Output: corresponding POS tag sequence
<
-
- N v N
Ot—l Ot Ot+]
= v S VTS VTS
[~ W t-1 t I
z —>O0—>0O0—>0—
1% 14 1%
103
TU TU U
X X X

http://seamls.miulab.tw/
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e Tag a word at each timestamp

* Input: word sequence
e QOutput: IOB-format slot tag and intent tag

http://seamls.miulab.tw/

Natural Language Understanding (NLU)

' <START> just sent email to bob about fishing this weekend

e oo ool o | ]

B-contact_name B-subject I-subject I-subject send_email

. send_email(contact_name="bob”, subject="fishing this weekend”)

<END> )

|

J
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* Unaligned Sequential Pairs (Seq2Seq/Encoder-Decoder)
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Machine Translation

e Cascade two RNNs, one for encoding and one for decoding
* Input: word sequences in the source language
* Output: word sequences in the target language

encoder

-

e

\t’fﬁ iy &1

~——/




Chit-Chat Dialogue Modeling

Jm Cascade two RNNs, one for encoding and one for decoding

- * Input: word sequences in the question

: * Output: word sequences in the response

—

D

é W | am fine <EOL>
D

-

2 5 ¥
107

http://seamls.miulab.tw/
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Concluding Remarks

e Language Modeling
* RNNLM

e Recurrent Neural Networks

e Definition
st =0(Wsp 1+ Uxy)

o; = softmax(V s;)

http://seamls.miulab.tw/

0

O Ot—l Ot t+1
A A
. 4 VTS B s v
s | 4% t-1 t Ste1
OD Unfold weoR W R W
U TU U U
x %, X x

* Backpropagation through Time (BPTT)

 Vanishing/Exploding Gradient
* Long Short-Term Memory (LSTM)
* Gated Recurrent Unit (GRU)

* Applications

e Sequential Input: Sequence-Level Embedding
» Sequential Output: Tagging / Seq2Seq (Encoder-Decoder)
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- Yun-Nung (Vivian) Chen
DA yvchen@csie.ntu.edu.tw
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