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Lesson 7: Query evaluations on bounded treewidth graphs

Theme: Evaluating Boolean queries on bounded treewidth graphs

1 Hard problems that become easy for graphs with bounded
treewidth

Clique. A clique in a graph G is a set of vertices in G that are adjacent to one another.

Input: A graph G of treewidth 6 k and an integer M .

Task: Determine whether G has a clique of size > M .

Vertex cover. A vertex cover of a graph G = (V,E) is a set S ⊆ V such that every edge (u, v) ∈
E is adjacent to at least one vertex in S. Consider the following problem Vertex-Coverk.

Input: A graph G of treewidth 6 k and an integer M .

Task: Determine whether G has a vertex cover of size 6 M .

Dominating set. A dominating set of a graph G = (V,E) is a set D ⊆ V such that every vertex
in G is adjacent to at least one vertex in D. Consider the following problem Dominating-Setk.

Input: A graph G of treewidth 6 k and an integer M .

Task: Determine whether G has a dominating of size 6 M .

2 A meta theorem for evaluating MSO sentences on graphs

MSO sentences on graphs can be defined similarly as in Tutorial 6, i.e., by allowing quantification
over sets of vertices: ∀Xϕ and ∃Xϕ.

For an MSO sentence ϕ, consider the following problem Model-Checkϕ,k.

Input: A graph G of treewidth 6 k.

Task: Determine whether G |= ϕ.

Theorem 7.1 [1] For every integer k > 1, for every MSO sentence ϕ, Model-Checkϕ,k can
be solved in linear time in the size of the input graph.

Actually Theorem 7.1 holds even if we allow quantification over sets of edges. For more
details, see, for example, [1, 2].
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An algorithm for Vertex-Coverk

Let G = (V,E) be a graph with tree decomposition T of width k. We assume that T is rooted,
and that T is binary. We need the following notations.

• For a node X in T , let TX be the sub-tree of T rooted in X.

• We will write
⋃

Y ∈TX
Y to denote the set of vertices in G that appears in the tree TX .

• G[TX ] denotes the subgraph of G restricted to the vertices in
⋃

Y ∈TX
Y .

• G[X] denotes the subgraph of G restricted to the vertices in X.

Note the difference between G[X] and G[TX ].
For a node X, we will construct (R1, N1), . . . , (Rm, Nm) such that for each (Ri, Ni),

• Ri ⊆ X,

• there is a vertex cover C of G[TX ] such that C ∩X = Ri and |C −Ri| = Ni. (If there is no
such vertex cover C, we let Ni to be ∞.)

Note that since Ri ⊆ X, we can fix m to be 2k+1.
The construction is done bottom-up from the leaf nodes of T .

• For a leaf node X, the construction `ab(X) is by checking all possible subsets of X, and
all Ni = 0.

• For an interior node X, we construct the desired `ab(X) = (W1,K1), . . . , (Wm,Km) as
follows.

let Y1 and Y2 be the two children of X in T , and let `ab(Y1) = (R1, N1), . . . , (Rm, Nm) and
`ab(Y2) = (S1,M1), . . . , (Sm,Mm).

For each (Wi,Ki), do the following.

– Determine whether Wi is a vertex cover in G[X]. If it is not, we set Ki to be ∞.

– If Wi is a vertex cover in G[X], we set Ki as follows.

Ki := min
{
|(Sj ∪Rl)−Wi|+ Nj + Ml

∣∣∣ (Sj ∪Rl) ∩X ⊆Wi

}
Since the treewidth is bounded, determining Ki takes constant time. Thus, the overall algorithm
takes only linear time in the size of the tree decomposition T , and hence, in the size of G as well.

Now, to solve Vertex-Coverk, we consider the sequence (R1, N1), . . . , (Rm, Nm) in the root
node, and check whether there is (Ri, Ni) such that Ni + |Ri| 6 M .
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