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©® Why and When We Need?

‘I want to chat” Turing Test (talk like a human) Social Chit-Chat
‘I'have a question’ Information consumption ~

‘| need to get this done”  Task completion | Task-Oriented

) ) = Dialogues
What should | do? Decision support

* What is today’s agenda?
* What does NLP stand for?

* Book me the train ticket from Kaohsiung to Taipel
» Reserve a table at Din Tal Fung for 5 people, 7PM tonight
» Schedule a meeting with Vivian at 10:00 tomorrow

* |s this course good to take?
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© Vanilla Seq2Seq ConvAl: How

A simple 4-step recipe:
1. Choose the data: Human-to-human conversations
Choose the model: Large pre-trained language models are preferable

2
3. Train the model with the data: Supervised learning
|

Evaluate your model: Automatic or human evaluation
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© Vanilla Seq2Seq ConvAl: Datasets

Humanl: Ok, I'll try that. Human-to-Human Conversations:

Human?2: Is there anything else bothering
you?

Humanl: Just one more thing. A school
called me this morning to see if | could teach
a few classes this weekend and | don’'t know

what to do.

These datasets are pre-processed to
have only 2 speakers = usually no more
than 2 turns

Human?2: Do you have any other plan this
weekend?

Humanl: I'm supposed to work on a paper
that's due on Monday.



http://yanran.li/files/ijcnlp2017dailydialog.pdf
https://arxiv.org/pdf/1506.08909.pdf
https://www.aclweb.org/anthology/N10-1020.pdf
https://arxiv.org/pdf/1904.06472.pdf
http://www.lrec-conf.org/proceedings/lrec2016/pdf/947_Paper.pdf

© Vanilla Seq2Seq ConvAl: Models
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[ I | am \ ‘ﬂne_ ‘and y'nu‘ ‘ 7 EDE‘
t 4 ¢ 4 0+ % %
Encoder —» Decoder
_* & 3 ¢ t * 1 i [— t 1 ) i
Hi || ! HHithwHare you || ? | SOS| | | \_am \ﬁneHandHyuuH?\
Vanilla Seg2Seqg conversational model (Vinyals and Le et.al., 2015, Shang et al., 2015)
1 |[am ]| |[fine| [and | [you]| | 2 | [EOS]
s __* ¢ 5 r T 9
[ Causal Decoder
. T T S B N A = = S s s
Hi || ! || Hi ||how| |are||you|| ?2 ||SOS|| | ||am | |fine||and||you]|]| ?

Causal Decoder (Wolf et.al. 2019 ,Radford et.al. 2018)



https://arxiv.org/abs/1506.05869
https://arxiv.org/pdf/1503.02364.pdf
https://arxiv.org/pdf/1901.08149.pdf
https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
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©® Vanilla Seq2Seq ConvAl: Supervised Learning

Maximum Likelihood Estimation (MLE)
= maximizing the conditional probability of the response given the history
= The model output Is a probability distribution over the vocab

(Target Seq.) [ ~ hi | | how | [ are | | you | } .
, _ _ P(y1,--- ym) = [1i=1 Pilyi
(Probabilities) pi[hi] x  pelhow] x pglare] x  Ppalyou]
—log I (yl ----- ym) = — log H Di [yz]
T
Csoft:gvax) Csoftrg*:ax) Csoftrg*:ax) Csoftrg*:ax) — _ Z log p; [y:]

Decoder
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© Vvanilla Seq2Seq ConvAl: Greedy Decoding
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© Vanilla Seq2Seqg ConvAl: How

A simple 4-step recipe:
1. Choose the data: Human-to-human conversations
Choose the model: Large pre-trained language models are preferable

2
3. Train the model with the data: Supervised learning
|

Evaluate your model: Automatic or human evaluation
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@ Sci-Fi Short Film - SUNSPRING

https://www.youtube.com/watch?v=LY 7x2lhq]

SUNSPRING

ol

f
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@ Limitation: Lack of Diversity

Human: What are you doing today?

System: | don't know
Human: What Is your name?

System: | don't know
Human: What is your favourite food?

System: | don't know
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@ Limitation: Lack of Consistency

Human: Where were you born?

System: | was born in Canada.

Human: Where are you from?
System: England, you?
Human: Where did you grow up?

System: | grew up In Texas.
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@ Limitation: Lack of Knowledge

Human: What is the weather like today?

System: | don't know, maybe sunny?

Human: | am going out to Taylor Swift's concert today, | hope
the weather Is good.

System: Who Is Taylor Swift?
Human: Okay, never mind.
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@ Limitation: Lack of Empathy

Human: | messed up my project today.

System: What Is your project?
Human: | think | might get fired...

System: Then you need to find another job!
Human:




Slido: #ADL2021

@ Limitation: Lack of Controllability

Human: Hi, how are you?

Modell: | am good thanks

Model2: | had really a bad day

Model3: | am okay, how was your day?

Model4: | am okay, | just finished my training session In the
swimming pool

-> no control for style, topics, engagement, toxic and inappropriate responses



@ Limitation: Lack of Versatility

I am | | fine | | and | | you ? EDE|
N SR SRR SRR ST S S
[ Encoder ™ Decoder
£ F ¢+ t ¢+ ¢ ¢ F § & f " § 3
Hi ! Hi how | | are you ? SOS I am fine | | and | | you ?
Can you help me book " NLU: Natural | |

a 5-star hotel on » Language

’ Sunday? _ Understanding |

For how many Language

! ’
people” — = Generation

( NLG: Natural

(&

| DST: Dialogue

State Tracking }

}

DP: Dialogue
Policy
Learning
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- cannot handle task-oriented conversations due to API requirement
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@ Limitation: Lack of Global Optimization

® Turn-level optimization

Source: conversation history

. because of your game? EOS Yeah I'm on my
'YXX YIX Yy YXX 'YIX 'YIX YXX YYX YXX
v v Y v Y v v
YXX 0000 — 0000 WYYY 9000 - 0000 . 00080 . 9000 . 00080
encoder decoder
' '

A 4 \ 4 v

P

T = aremax 1 1o TS
g max { log p(T'5) oo R
response
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@ Limitations of Vanilla Seq2Seq: Summary

1. Lack of diversity

2. Lack of consistency

3. Lack of knowledge

4. Lack of empathy

5. Lack of controllability

6. Lack of versatility

/. Lack of global optimization
®

These limitations of vanilla seg2seg make human-machine conversations boring
and shallow. How can we overcome these limitations and move towards deeper
conversational Al?
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@ Limitations of Vanilla Seq2Seq: Summary

1. Lack of diversity

2. Lack of consistency

3. Lack of knowledge

4. Lack of empathy

5. Lack of controllability

6. Lack of versatility

/. Lack of global optimization
®

These limitations of vanilla seg2seg make human-machine conversations boring
and shallow. How can we overcome these limitations and move towards deeper
conversational Al?
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Limitation 1: Lack of Diversity

Wow sour starbursts really do make your mouth water... mm drool.
Can | have one?

Of course!

Milan apparently selling Zlatan to balance the books... Where next, Madrid?

| don’t know.

‘tis a fine brew on a day like this! Strc 32% responses are general and meaningless
“I don’t know”

I'm not sure vet, “I don’t know vyhat you. are ta/kil?g about”
“I don’t think that is a good idea”

. “Oh my god”
Well he was on in Bromley a wh e

| don't even know what he's talking about.
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@ Solution: Diversify Responses

1. Training and Decoding strategy = Maximum Mutual Information (MMI)
T = arg max {logp(T]|s)} = argmax {(1 =) logp(T'|S) + Alog p(S|T)
2. Model architecture = Conditional Variational Autoencoder (CVAE)
p(T|S) = p(T|z, S)p(2|S)
3. More data & Larger models = Large scale pre-training

4. Decoding strategy = Top-k sampling, Nucleus Sampling



https://arxiv.org/pdf/1510.03055.pdf)
https://arxiv.org/pdf/1703.10960.pdf
https://arxiv.org/abs/1904.09751
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MMI for Response Diversity (ietal. 2016)

Wow sour starbursts really do make your mouth water... mm drool.

Can | have one?
—_—

Of course you can![They’re delicious!

Milan apparently selling Zlatan to balance the books...Where next, Madrid?

Z—

‘___f————g': - -
| think he'd be a good signing. =

'tis a fine brew on a day like this! Strong though, how many is sensible?

Dependsmyou drink!

Well he was on in Bromley a while ago... still touring.

I’'ve never seen him live.


https://arxiv.org/pdf/1510.03055.pdf
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MMI for Response Diversity (ietal. 2016)

Wow sour starbursts really do/make your mouth water|... mm drool.

Can | have one? \

Of course you can! They're delicious!

Milan apparently|selling|Zlatan to balance the books...Where next, Madrid?

—

| think he'd be a|good signing. ————

‘tis a fine brew_qn a day like this! Strong though, how many is sensible?

Depends on homnk!

Well he was on in Bromley a while ago...|still touring|

/

I’'ve never|seen him live.



https://arxiv.org/pdf/1510.03055.pdf
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@ Diversify by Large-Scale Pretraining

-~

Dialogue >

Encoder

~

-

/

History L

\

Decoder

~

)

» Response

Initialize

Bidirectional

< Encoder

>

R
A_B_E

BART

A B C D E ["translate English to German: That is good."
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Diversify by Large-Scale Pretraining

. e )
Dlglogue » Causal - Response
History ~ Decoder
i Initialize
4 A\
GPT-1/2/3 DialoGPT

FFFFFFFFFF

Layer Norm . |
Masked Multi
Self Attention
A
m
1N
N— g Y
N

Text Pre-trained Dialogue Pre-trained
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@ Diversify by Nucleus Sampling

Compared to beam search, Beam Search Text is Less Surprising
human are more likely to

1
sample “low probability” - '
tokens. 3 0.
Nucleus Sampling try to .
recover the human sampling 0.2
0 20 40 60 80 100

process by sampling from y
top-N vocabulary V®) c v

Y P(z|z1:4-1) > p.

recV (p) Ref: The Curious Case of Neural Text Degeneration

Probability
o o
~ o

Timestep Beam Search
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@ Diversify by Nucleus Sampling

1.0 Time step 1 Time step 2
Zwevmp-p P(’U{}‘ f-LThe?’) — 094 Zwevmp-p P(wl “The”, “CELI'”) — 097
e AL
- ™ - N
0.0-+ L | L —
nice dog car woman guy man people big house cat drives is  turns stops down a not the small told
P('w| “The” ) P(’UJ‘ “The” : “car” )

Figure from: https://huggingface.co/blog/how-to-generate



https://huggingface.co/blog/how-to-generate
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@ Limitations of Vanilla Seq2Seq: Summary

1. Lack of diversity

2. Lack of consistency

3. Lack of knowledge

4. Lack of empathy

5. Lack of controllability

6. Lack of versatility

/. Lack of global optimization
®

These limitations of vanilla seg2seg make human-machine conversations boring
and shallow. How can we overcome these limitations and move towards deeper
conversational Al?
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@ Limitation 2: Lack of Consistency

message
response
messdage
resporise
messdge
Fresporse

Where do you live now?

[ live in Los Angeles.

In which city do you live now?

[ live in Madrnid.

In which country do you live now?
England, you?

message
response
message
response
message
response

Where were you born?

[ was born 1n Canada.
Where are you from?
England, you?

Where did you grow up?
[ grew up 1n Texas.

message How old are you?

response 16 and you?

message What’s your age”?

response 18.

message What 1s your major?

response 1I'm majoring in psychology
message What did you study 1n college?
response English Iit.
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€ Solution: Personalization

1. Learning speaker embedding:

m Speaker Model

2. Conditioning on persona descriptions:

m PersonaChat Dataset

m TransferTransfo Model



https://www.aclweb.org/anthology/P16-1094.pdf
https://arxiv.org/pdf/1801.07243.pdf
https://arxiv.org/abs/1901.08149
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€@ Personalization via Speaker Model

S V3 : U.S. london | .
— S5} flynny2 england S
o t o)
- - rea "
-% ! Rob 712 J q oD
S Dreamswalls ~ ____ — S goo =
7, = 5 O
O _ Q
E | monday live pkay = 2
)
= his Is tuesday o
T Digita /’-én 5’ stay e
5 — =
(@X s0 |
U) g | ———
where do you live 'Rob EOS Rob In Rob england Rob
o000 o000 o000 o000 | OOOQEQQQQ 0000 00060 0000 060060 0000 00060
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o000 9000 » 9000 » 9000 » 9000 » 9000 » 9000 » 9000

| | | |

IN england . EOS



https://www.aclweb.org/anthology/P16-1094.pdf
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© Persona Model for Consistency (ieta. 2016

Baseline model - inconsistency Persona model using speaker embedding - consistency
message Where 1s your hometown? message Where 1s your hometown?
response 1 live 1n[Indonesia. response 1I'm from|{England.
message Where are you from? message Where are you from?
response |England,|you? response I'm tfrom| England.
message In which city do you live now? message In which city do you live now?
response I live in| Jakarta. \ response 1 live in London.l‘
message In which country do you live now? message In which country do you live now?
response 1 live in|Indonesia. response 1 live in England.
message What 1s your major? message What 1s your major?
response |Business,|you? response |Business.|You?
message What did you study 1n college? message What did you study 1n college?
response |Psychology, you? response 1 did business |studies.
message How old are you? message How old are you?
response 1'm|18. response 1'm|18.
message What 1s your age”? message What 1s your age’

response 1'm|16. response 1'm|18.



https://arxiv.org/pdf/1603.06155.pdf
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€ Personalization Datasets

Persona Info Human2: Human-to-Human Conversations +
| like to ski. Persona Features
| am 25 years old Persona Chat

o . Tweeter Personalized
Humanl: Hi, what do you do in your free . .
e . Learning Personalized End-to-

. . | End Goal-Oriented Dialog
Human?2: | enjoy going to the mountain

and skiing

Humanl: That's cool, you should be
young and strong for this activity!

Human2: oh yeah, | am 25 G


https://arxiv.org/pdf/1801.07243.pdf
https://www.aclweb.org/anthology/P16-1094/
https://arxiv.org/pdf/1811.04604.pdf
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€ Personalization via TransferTransfo Model

Dialogue History )
+ { Decoder-only J ~ Response

Persona Description

Flﬂe-Tunlng GPT Wlth o NS WS A SERTSNG S T A
conversational data al-Hre

(PerSOna_Chat) Wordembeddings [T LTI T IIT T I I T T I I II I T I T I TI1]

Formulate persona, history  rositionembeddings  crrrrrrrrm
Segment embeddings FEEEEEEEEEECT T T T T T TR

and reply in single / T \

sequence

| - Y '_— P -,'-.,.-'-,.-‘,-_l:.'. T _L T o
‘ ‘ arll _I‘ nne,, "‘I Idl .::_jfz__|.|_£ )OUL

| like playing football . | am from NYC. , how Y
Persona History Reply



https://arxiv.org/abs/1901.08149
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€@ Limitations of Vanilla Seq2Seq: Summary

1. Lack of diversity

2. Lack of consistency

3. Lack of knowledge

4. Lack of empathy

5. Lack of controllability

6. Lack of versatility

/. Lack of global optimization
®

These limitations of vanilla seg2seg make human-machine conversations boring
and shallow. How can we overcome these limitations and move towards deeper
conversational Al?
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€ Limitation 3: Lack of Knowledge

E——
—
Social Chat Task-Oriented
Engaging, Human-Like Interaction Task Completion, Decision Support
(Ungrounded) (Grounded)

The weather is so depressing these days.

| know, | dislike rain too.

What about a day trip to eastern Washington? o®
Any recommendation? - e
/N

Try Dry Falls, it’s spectacular!
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€ Conversation and Non-Conversation Data

Kisaku
I I LS U _1 515 reviews ' m

$$ - Sushi Bars, Japanese

You know any good A restaurant in B?

Try C, one of the best D in the city.

Conversation Data ‘
Knowledge Resource

You know any good Japanese restaurant in Seattle?

Try Kisaku, one of the best sushi restaurants in the city. S
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€© Solution: Knowledge

1. Textual Knowledge

= Retrieving knowledge from Wikipedia, news, etc.

2. Graph Knowledge

= Retrieving subgraph from knowledge graphs

3. Tabular Knowledge

= Incorporate tabular information

4. Service API Interaction

= Generates API query, and incorporate API returns into the response
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® Textual Knowledge

Human: My favorite color is blue. Human-to-Human Conversations +
Textual Knowledge

. Wizard of Wikipedia
primary colours. . CoOA

Wizard: Same! Blue Is one of the three

Human: | am trying to recall, where does - JlopicChat
CMUDO0G
- N
blue fall on the spectrum of visible light”  HollE
Textual Knowledge: . ConversingByReading

Blue is one of the three primary colours in the RGB colour model. It lies between

violet and green on the spectrum of visible light.

Wizard: It is right between violet and

green.


https://arxiv.org/abs/1811.01241
https://stanfordnlp.github.io/coqa/
https://m.media-amazon.com/images/G/01/amazon.jobs/3079_Paper._CB1565131710_.pdf
https://arxiv.org/pdf/1809.07358.pdf
https://arxiv.org/pdf/1809.08205.pdf
https://www.aclweb.org/anthology/P19-1539.pdf
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@® Models with Textual Knowledge

-

Retrieval Methods:

Dialogue >/ h
Ristory Encoder
l N\ /
Retrieved
Textual Knowledge
Knowledge
\/

\

Decoder

~

» Response

)

IR Systems: TF-IDF, BM25
Neural Retriever: DPR



https://arxiv.org/pdf/2004.04906.pdf

Slido: #ADL2021

® Knowledge: IR Systems + Model

Two-Stage
~ - ) Transformer s
Dial _ oncoced ' i :
0g independently
Context
--------------- 3 | Transtformer |-)- dialogue
: I O ¢ = :
IR knowledge
l [
|| System = Knowledge D , E
1 1 .
I D o L. Y Tepepp——— - HNrl =s === = 4 -
I 1 Attention End-to-End EP-?]' y

- > ﬁknnwledge
Generative Transformer Memory Network

Use TF-IDF retrieves documents that related to dialogue context

Encode the retrieved documents independently
Use dialogue history as query to assign different weights to the documents

Decoder generates the response

e


https://arxiv.org/pdf/1811.01241.pdf

® Graph Knowledge

(a) Dialog 8l Can you recommend any classic books like
Catcher in the Rye?

2 ] Do you prefer books by the same author or same genre? ‘

el | am interested in reading classic
examples of American literature.

4| Literary realism is a common genre in |
_classic American literature.

5| Do you prefer First-person or Third-person narrative?

Jl | mostly prefer third-person narrative.

7|[ Consider reading the Scarlet Letter: a novel by I
Nathaniel Hawthorne.

(b) KG | Genre | The Catcher in the Rye Writer |

Profession

American

Literature

HAS_EXAMPLE oy
‘ 325

The Scarlet Letter | Literacy Realism

<59 Vany Film
T TN LT D | Location
N. Hawthorne | | 3rd-person | Catch Me If You Can

JD Salinger

1st-person

Place
of birth

New York City
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Human-to-Human Conversations + Graph KG

OpenDialKG

DyKgChat
KdConv

Commonsense Knowledge Aware Conversation

Generation with Graph Attention

Enhancing Dialog Coherence with Event Graph

Grounded Content Planning



https://www.aclweb.org/anthology/P19-1081.pdf
https://github.com/Pascalson/DyKGChat
https://arxiv.org/abs/2004.04100
https://www.ijcai.org/Proceedings/2018/0643.pdf
https://www.ijcai.org/Proceedings/2020/545

® Models with Graph Knowledge

Dialogue

History

Knowledge graph in triple format:
(entity1, relation, entity2)

>

-

\

Encoder

~

-

/

@ Aph

(&

Decoder

~
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» Response

)

Subgraph Retrieval:

All knowledge triples mentioned in a
dialogue (1 hop reasoning)
Neural Retriever (multihop reasoning)
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@ DyKgChat: Quick Adaptive Model (Qadpt)

3. Reasoning model 2. Controller

Reasoning Model C: I have promised to wait for E.

Transition Matrix (T\)

Adjacency Matrix PR
Reasoning Matrix ey o graph entity dist
-hops ( ‘
@ controller
Q= || |® :
@ ‘ [ generic words dist. ]
g A
@ output projection
A
extracte seeds
r ~N
D talked to C: Afterwards, don't Decoder
Wait for hlm at the door It |S COOI —)[ Encoder ]_) dl ...) d2 .----.......-.-.............---.....-.....-...............> dt ----) dT
In autumn. You may get a cold. L )

1. Seqg2Seqg model


https://www.aclweb.org/anthology/D19-1194/
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® OpenDialKG Walker: Subgraph Retrieval

Input Encoder Path Generation via DialKG Walk Entity Re-ranker
(Section 2.2) (Section2.3)
Movie Genre Drama i Drama E Titanic |

for each : \ ! @
(:;) ' : |
. Romance Eq.(3) A |
; Modality ;

' : : - Drama

@0 [l :
Initial KG Nodes | SN R o X ; ; — . (00®)

' DiCaprio! a Eq.(6) .

: , DialKG \

: @ i Walker Eq.(8) ! Kate

J 0 0O il 1 O I o CL)

[
“. recommend me ..” P> AP @O - “S.-%ﬁ- SR gbﬁe ' cameroon E

IR AGIP > o
Utterance (@)~ ) | [o¥ & g & . (@®)

[
[
I
(00) e
[ - W (I N N D B T T @ T T T @ F T T s T T
' : @ @ Walk Sequence Top-k

Dialog Context ii* > 4 Labels
(00): . .
: \ attn
--------- SLSTM T Attention
l—l |—| I D |—| I over Walkable

’ +Zeroshot relevance

Take all the entities mentioned in dialogue as starting node
Supervised learn the reasoning path over graph via graph attention


https://www.aclweb.org/anthology/P19-1081.pdf

® Tabular Knowledge

Event Time Date Party | Agenda
swimming act. | 3pm | the 11th | sister -
dinner Tpm | the 3rd | mother -
football 2pm | the 20th | mother -
lab appt. 10am | the 17th Jett -
DRIVER: car when 1s gonna be my next swimming
activity?
CAR: your next swimming activity is on the 11th
at 3pm.
DRIVER: who 1s gonna attend with me?
CAR: your swimming activity is on the 11th, one at
3pm with sister
DRIVER: thank you!
CAR: you are welcome

Slido: #ADL2021

Human-to-Human Conversations +
Table Knowledge

SMD
Camrest

bAbl-Dialogues


https://nlp.stanford.edu/pubs/eric2017kvret.pdf
https://arxiv.org/pdf/1604.04562.pdf
https://research.fb.com/downloads/babi/
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@® Models with Tabular Knowledge

Dialogue - N p -
History Encoder » Decoder » Response

e | ,
Examples

\4

KVR Mem2Seq Neural Assistant

football_time i . Sentinel Sentinel
vocabulary distribution { yoga : time : 5pm
.- urday _..
; : . m r ‘ | Conversation History: } [ Transformer J%

. foot ate i Frdey __ “Find me an inexpensive Italian Encoder
context vector { . + : : restaurant in San Francisco”

: ) Pyt i System Output:
t Dialo " ! Transformer ystem Output:
. 5 C? > 3 » d —>| “How about The
History i P I EELRET Great Italian?”
Knowledge Base Triples

. c’ — —p o’ —

Memory Distribution »

+ _< L C? J« C?yt | 02 M E’ytﬂ
KB : Full Attention to /J
c? . - ¢? S Pt | Memenaton | || KB
Vocabulary Distribution

— (0 + vocab c! ¢ Fact 2 Taj, cuisine, Indian
. - hy } htt1 :
_] Ut [— .

ht— 1—{ RNN » RNN } Ut41 Fact M The Great Italian,

price, cheap
What time is yoga <START> Yoga k /
Yi—1 it


https://arxiv.org/abs/1804.08217
https://arxiv.org/pdf/1910.14613.pdf
https://arxiv.org/pdf/1705.05414.pdf
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@® External Service API Interaction

Hi!

I'd like to book a tablli:ei‘loor’ :: :tef):’lzelize;ﬁ Zz;eZizzéosgzj range with British food. H u m a_ n - to - H u m a_ n C O n Ve rS a_tl O n S +

I'm on it!
Where should it be?

Table Knowledge

Ok, let me look into some options for you.

api call (British, London, Six, Expensive)
Actually 1 would prefer for four. b A b I

Sure. Is there anything else to update?

Ok let me look into some options for you. . C a m re St

api call(British, London, Four, Expensive)
' The Place R phone The Place phone .
The Place R cuisine british

The Place R address The Place address M u |tIWOZ
The Place R location london ¢

The Place R availability four
The Place R price expensive

B o CrossWoz
The Fancy Pub R phone The Fancy Pub phone ®

The Fancy Pub R cuisine british
The Fancy Pub R address The Fancy Pub address

| u
Schema Guided Dialogue
The Fancy Pub R availability four ®
The Fancy Pub R price expensive

The Fancy Pub R rating 8

— What do you think of this option: The Fancy Pub . T a S k I\/I a Ste r 1 _ 2 - 3

Sure, let me find an other option for you.

What do you think of this option: The Place S I A R
Let's do it! ¢

Great let me do the reservation.
Can you provide me the address?
Here it is: The Place address.
You rock! T
Is there anything else I can help you with?
No thanks. Pr

You're welcome.

No.

* % % % % X % X X X %X X X *



https://arxiv.org/pdf/1605.07683.pdf
https://arxiv.org/pdf/1604.04562.pdf
https://arxiv.org/pdf/1810.00278.pdf
https://github.com/thu-coai/CrossWOZ
https://github.com/google-research-datasets/dstc8-schema-guided-dialogue
https://github.com/google-research-datasets/Taskmaster
https://arxiv.org/pdf/2010.11853.pdf

® Models with Service AP

|

| want to book a pizza
hut for 3 people

|

Dialogue

>

History

Slido: #ADL2021

-

Book(restaurant_name : pizza hut,
restaurant_people: 3)

~

a

Response «

-

Your booking is
successful, the reference
number is 32bhj32n

/

<

Language Model

\API query (dialogue state)

Results

N
N

Service API

«x

Book: success
Reference Number: 32bhj32n

o

/
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@ Models with Service AP

API query

a N

Dialogue History | Causal- (dialogue statel <O
~
Response “ Decoder b B Service AP
\_ / -~
. g Results )
IS Examples
P N

End-to-End GPT2 Neural Pipeline SimpleToD SOLOIST

[;;alogue state Syste\mactlon" éesp;nsg' | output state for each token predicts the next token
pu R RPN UL ER R N B
s 00000000 JEEEE0]00000 boo  esbes
e N R R RN R RN N R RN -
SlmpleTOD aYalataYaYaYataYaYaYaYaYaYyatatatafatal Y Y Y I X X

Transformer decoder blocks ﬁ e e
) HIHHHHIH HHHI ﬁlll\l U lﬂﬁ\

\T T T T T T T T T T T T T T T T T T userinput  system response user input beliefstate  db search results actions  delex. response \] \gj

- Dialogue history Dlalogue state System action Response

I R S O Y



https://www.aclweb.org/anthology/2020.acl-main.54.pdf
https://github.com/salesforce/simpletod
https://arxiv.org/pdf/2005.05298.pdf

@ Models with Service AP

Dialogue History

-

oL

Response «

\

Encoder-
Decoder

~

APl query
(dialogue state
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—
7

<

)
> | Service AP

)

KB -~
Results y

Turn

Dialogue

/ <Inf> Italian ; cheap </Inf>

User,

Mach
ine,

User,

Mach

ine,

User,

Mach
ine,

Can I have some Italian food please?

<Inf> Italian </Inf><Req> </Req>
What price range are you looking for?

I want cheap ones.

<Inf> Italian ; cheap </Inf>
<Req></Req>

NAME_SLOT is a cheap restaurant
serving western food

Tell me the address and the
phone number please .

<Inf> Italian ; cheap </Inf>
<Req>address ; phone</Req>
The address is ADDRESS SLOT

and the phone number is
PHONE_SLOT

.’r <Reg></Req>

N\ N
Y Examples
Sequicity DAMD MinTL

NAME_SLOT is a cheap restaurant Tell me the address and the
serving western food phone number please . </s>

ERER R

o | (@
O o ©

The address is ADDRESS_SLOT and the phone number is
PHONE_SLOT !

/\/

<Inf> Italian ; cheap </Inf> <Req>address ;
phone</Req>

B; N R;

s

Knowledge [
>
Base

Context
Encoder

B,_ \l }
{BmﬁSmn}

Decoder
Bt‘ - =
U, —=575,| DB
Sl
[AC’[IOH Span }
Decoder

o] 42).
St v
Response
\[ Decoder }
Vv
RY,RP RP .

' R;_1: What price range do you want for the hotel? \

U; : A cheap one works for me. By the way it
should be in the west.

B;: [hotel] area west ; price cheap S;
Af: inform
DB, : match = 3; booking = available

name price area | Stars | booking

Avalon | cheap | west 4 available

A? [hotel] [inform] name [offerbook]
A?  [hotel] [request] stars
A® [hotel] [recommend] name wifi

! RE3) I would recommend the <v.name>! Itis ...

RED The <v.name> is a great choice meet your

criteria! Do you want me to book it for you?
REZ) Sure! What star rating do you want?

[hotel] stars 5 area centre day sunday [restaurant]
food thai area centre day sunday name bangkok
city <EOB> Can you help me book a 5 star

>
l hotel near the restaurant on the same day?

()
= f( Lev; , By_1) <EOU>For how many people? <EOR>10
l l people <EOU>

<SOB>[hotel] people 10 <EOB>
>

<KB2> sorry, there are no matches. would you
like to try another part of town? <EOR>



https://www.aclweb.org/anthology/P18-1133.pdf
https://arxiv.org/pdf/1911.10484.pdf
https://arxiv.org/pdf/2009.12005.pdf
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@ Limitations of Vanilla Seq2Seq: Summary

1. Lack of diversity
2. Lack of consistency

3. Lack of knowledge

4. Lack of empathy

5. Lack of controllability

6. Lack of versatility

/. Lack of global optimization
®

These limitations of vanilla seg2seg make human-machine conversations boring
and shallow. How can we overcome these limitations and move towards deeper
conversational Al?
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® Limitation 4: Lack of Empathy

Human: | messed up my project today.

System: What Is your project?
Human: | think | might get fired...

System: Then you need to find another job!
Human:
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@ Solution: Empathic Generation

1. Emotional response generation:

m  MojiTalk
m  Emotional Chatting Machine

2. Understand user's emotion, and response accordingly:

m Empathetic Dialogues
E MOoOEL

m Cairebot


https://www.aclweb.org/anthology/P18-1104
https://arxiv.org/abs/1704.01074
https://arxiv.org/abs/1811.00207
https://arxiv.org/pdf/1908.07687.pdf
https://arxiv.org/pdf/1907.12108.pdf
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® Empathy Dataset

Empathy: understand the feelings of the conversation partner and
replying accordingly.

Label: Afraid
Situation: Speaker felt this when...
“I’ve been hearing noises around the house at night”

o o % B ] Conversation:
y son got promoted today at work. , . .
= Speaker: I’ve been hearing some strange noises around
Speaker | the house at night.
oy [ Listener: oh no! That’s scary! What do you think it is?
Speaker: I don’t know, that’s what’s making me anx-
10us.

Oh wow ! Congratulations to him. You
must be proud of him. Listener

Listener: I’m sorry to hear that. I wish I could help you
figure it out

Dataset:


https://arxiv.org/abs/1811.00207

® Models with Empathy

R -
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>
o
c

Key 1

Key 2
Key 3

[ Context Embedding ]

Context C

(shifted right)

« . N
Emotion
/\ Recognition J\
Dialogue - : g
R N
History >  Encoder > Decoder —— "eSPONSe
N N J N
y,
l Examples
4 N
MoEL EmoPrepend-1 CaireBot
Response S hw
e [ EMO LM (reply only) SEN
Encoder A
) L]
' [ embarrassed | slipped and... ‘ ‘ ‘
( i I I /
L[LSh‘M stgner | .| Listeer e rained Transformer
Emotion Classifier
. 508 sep eos
= . ™ ) AS — T
Response S | S||pped and fell on my face custom persona dialogue history reply (distractor)


https://arxiv.org/pdf/1908.07687.pdf
https://arxiv.org/pdf/1907.12108.pdf
https://arxiv.org/pdf/1811.00207.pdf

I'm CAIRE, the End-to-End Empathetlc Chatbot

CAIRE 18 mplemantad DY a fully data drven approach as daescnbad n this pap
spacial acknowledgement 10 Huggingiace Tor nelpful discussions

Hi, | am your empathetic chatbot. You
can talk to me now.

; ®
.
Scenario:
L Plaase préas the following button 1o report any éthical msuss) ancounterad durnng the

Conversation

Happy Ty

https://demo.caire.ust.hk/chatbot



https://demo.caire.ust.hk/chatbot
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© Limitations of Vanilla Seq2Seq: Summary

1. Lack of diversity

2. Lack of consistency

3. Lack of knowledge

4. Lack of empathy

5. Lack of controllability

6. Lack of versatility

/. Lack of global optimization
®

These limitations of vanilla seg2seg make human-machine conversations boring
and shallow. How can we overcome these limitations and move towards deeper
conversational Al?




® Limitation 5: Lack of Controllability

EXisting large pre-trained
model has no control over

Response style

Topics

Repetition and specificity
Response-relatedness
Engagement by
proactively asking
guestion

Dialogue

History

-

<4

DialoGPT

/

At

DialoGPT

\

)

S

Dialogue
Model

~

Slido: #ADL2021

Meena

.

A

Meena

N

/

» Response

BST

BlenderBot

Dialogue Pre-trained
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@ Solution: Controllability

Controlling low-level attribute
Controlling by fine-tuning

Controlling by perturbation
Controlling by conditioned generation

~ L N A
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® Controlling Low-Level Attribute

Low-level Human judgment of Human judgment of
controllable attributes conversational aspects overall quality
( B

Repetition r = O

(n-gram overlap) ] Avoiding Repetition |
- p,
G ™ ( : )
Specificity Interestingness
(normalized inverse * i . .
document frequency) Making sense Humanness
U "/ BB L J & - J
/ \ _j___q (" N gﬁ> ~ N\
Response-relatedness Fluency Engagingness
(cosine similarity of i ; » &
sentence embeddings) Listenin
9 Y, L 2
Question-asking Inquisitiveness
(“?” used in utterance) - /

Conditional Training + Weight Decoding

What makes a good conversation? How controllable attributes affect human judgments (See et. al. 2019)



https://arxiv.org/pdf/1902.08654.pdf
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® Controlling by Fine-Tuning

- N
Dial :
History - DialoGPT » Response
_ /
Multitask conversation data L=y Ly+As-Ls+ANLL LNLL,
with style data
= No control codes /
Sentence-level
STYLEDGPT: Stylized Response V;frli ovel Style loss
Generation with Pre-trained Language Conversational data

Models (Yang et. al. 2020)



https://arxiv.org/pdf/2010.02569.pdf

® Controlling by Perturbation

Dialogue
History

»  DialoGPT
- /

*» Response

. Control the generated style with Plug-and-Play LM
(PPLM) ( )

. Distilling the generated responses from PPLM into
residual adapter (Houlsby et.al. 2019)

= Plug-and-Play for 3 style and 3 topic

Slido: #ADL2021

HUMAN 1

HUMAN 2

Hmmmm. I really want to try bull riding.
Do you have any interest in that?

I’d love to try! Can we schedule something
for next week?

DGPT

NEGATIVE

POSITIVE

QUESTION

BUSINESS

SCIENCE
& TECH

SPORTS

HUMAN 1

Yes! Let’s get some stuff going.

I’m actually going to try my first ever bull
riding weekend in July, in the middle of

a mud sludge of mudslide.

That would be wonderful! I’m excited to
see you guys again in a couple of weeks :D
What’s it like? Do you ride on a regular
basis or just for fun?

Yea sure 1 can wait until after work. I am off
at the end of my shift in the middle east.
Sure thing! I’ll PM you my email. We can
set up a dropbox or something and just
message people together if you’d like.

Ok how about Wednesday at 7pm central?
I’1l be there with a buddy of mine

who is a bull rider.

Sure! What does your Saturday look like?

Plug-and-Play Conversational Models (Madotto et. al. 2020)



https://arxiv.org/abs/1912.02164
https://arxiv.org/pdf/1902.00751.pdf
https://arxiv.org/pdf/2010.04344.pdf
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® cControlling by Conditioned Generation

Controllable generation architectures in open-domain dialogues:
= retrieval + style-controlled generation (\Weston et al. 2018)

= PPLM (Dathathri et. al. 2020)

» CTRL (Keskar et. al. 2019)

200 style labels In ConvAl2, EmpatheticDialogues, Wizard of Wikipedia,
and BlendedSkillTalk) generated by a classifier trained on Image-Chat

Controlling Stvle in Generated Dialogue (Smith & Gonzalez-Rico et. al. 2020


https://arxiv.org/abs/1808.04776
https://arxiv.org/abs/1912.02164
https://arxiv.org/pdf/1909.05858.pdf
https://arxiv.org/abs/1902.00098
https://arxiv.org/abs/1811.00207
https://arxiv.org/abs/1811.01241
https://arxiv.org/abs/2004.08449
https://arxiv.org/abs/1811.00945
https://arxiv.org/pdf/2010.12757.pdf
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® Limitations of Vanilla Seq2Seq: Summary

1. Lack of diversity

2. Lack of consistency

3. Lack of knowledge

4. Lack of empathy

5. Lack of controllability

6. Lack of versatility

/. Lack of global optimization
®

These limitations of vanilla seg2seg make human-machine conversations boring
and shallow. How can we overcome these limitations and move towards deeper
conversational Al?
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@ Limitation 6: Lack of Versatility

. : Dialogue \ Emotion
Dlglogue b ——» Response Recognition
HIStOFy MOdeI / \
- o T D
Dl_il?ggrl;/e > Dll\ilcdgule —— Response
ode
™ - /

sy
Dialogue
API query

Dialogue —— Response
History Model
N /
A (dialogue state)

| l / . -
Textua ig i Dialogue History g Dlalog ue g Service AP
Model - o

<

Response

KB Results



Dialogue
History

Textual
Knowledge

-

P

Emotion
Recognition

A

Dialogue
Model

~

— " Response

7" API-Query

Solution: ToDs + Chit-Chat
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Dialogue
Usr: What is the weather like today?
Meta (Weather API): {Weather : Sunny, High : 32 C, Low : 27 C}
Sys: Today’s weather is sunny with temperature between 27-30 C.
Usr: Great, I plan to play basketball this afternoon! I am so excited after
watched the match between Golden State Warriors and Houston Rockets!
(Golden State Warriors, is_a, Sports Team),
Meta (Graph): (Steve Kerr, Team coached, Golden State Warriors),
(Houston Rockets, is_a, Sports Team)
Sys: Golden State Warriors is a great basketball team. Steve Kerr is
done an incredible job coaching all of that all-star talent.
Usr: Haha, you know a lot.
Meta: )
Sys: I try my best to be helpful.
Usr: Do you know NBA 2K19?
NBA 2K19 is a basketball simulation video game developed by
Meta (Wiki): Visual Concepts and published by 2K Sports, based on
the National Basketball Association.
Sys: Yes, NBA 2K19 is a basketball simulator video game.
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® ToDs + Chit-Chat Datasets

1. Mixing multiple dialogue datasets
2. Multiple dialogue skills

= Collecting dataset that mix skills

3. Mixing Chit-Chat and ToDs

= Collecting data from mixing the two
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® Attention over Parameters

System Response

AP Call

Composer }

a ~ . 8

Encoder S5 S

<

- y >
Knowledge Base | _ SN
Persona \Domaln/Skllls API |

Dialogue History Y

Decoders
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@ Adapter-Bot: All-In-One Controllable Model

Use a fixed backbone - DialoGPT [ am ng thanks
Encode each dialogue skill with an (" Reply )
independently trained adapters g Adapter Layers h
WoW | POS || NEG | PER | *++ | EMO

able to process multiple knowledge types N x o] I\};

and styles (8 goal-oriented skills + S :

personalized and empathetic responses) L AR | )

. _ _ [ Meta I History I Reply j \ alory /
A skill manager, BERT, Is trained to
select each adapter 7 ! ™

g f " o Hi, how are you today? ISOS| I am good,
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@ Putting It All Together

I am good, thanks

A
System Response . - (_ Reply |
API Call ReC|DeS for bUlIdln_q an ~ Adapter Layers )
open-domain chatbot N (swow [(pos ) e ) pen ) -
] X
Composer ] (Roller et.al 2020) \“.‘/7
Y [ DialGPT Layer ] ( BERT ]
S - . )1 [ History ]
m [ Meta | History I Reply
[ Encoder imD Q / \
2 A
~
I Blender_ bOt E] cﬁo Hi, how are you today? [SOS| I am good,
Knowledge Base Domaln/Skllls API
Persona Y }
Dialogue History Decoders The Adapter-Bot: All-In-One
: Controllable Conversational
Attention over Parameters for Model (Lin & Madotto et.al
Dialoque Systems (Madotto —

et.al. 2019) 2020)



https://arxiv.org/abs/2001.01871
https://arxiv.org/abs/2004.13637
https://arxiv.org/abs/2008.12579
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@ Limitations of Vanilla Seq2Seq: Summary

1. Lack of diversity

2. Lack of consistency

3. Lack of knowledge

4. Lack of empathy

5. Lack of controllability

6. Lack of versatility

/. Lack of global optimization
®

These limitations of vanilla seg2seg make human-machine conversations boring
and shallow. How can we overcome these limitations and move towards deeper
conversational Al?
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@ Limitation 7: Lack of Global Optimization

Response

/-e!
Application

User input + Context Dialog act + slot-value

Task Completion Bots
(Movies, Restaurants, ...)

Info Bots
(Q&A bot over KB, Web etc.)

Social Bot
(Xiaolce)

User input (o)

Language S

understanding

Language (response) | g4

<

generation

Question + Context  Clarification guestions,

Answers
Conversation history Response

Dialogue

Manager
a=r1(s)

Collect rewards

(s,a,7,s’)

Optimize

Q(s,a)

Task success rate
# of turns

Relevance of answer
# of turns

Engagement(?)
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@ Solution: Deep RL for Optimization (ieta. 2010

Input message Supervised Learning Agent Reinforcement Learning Agent
How old are you ? ['m 16. ['m 16, why are you asking ?
What’s your full name ? [ have no idea . What's yours ?
[ don’t want to go home tonight. Really ? Why ?
Do you have any feelings for me 7 I don’t know what you are talking about. I don 't want to hurt your feelings .
How much time do you have here? Not long enough. Sorry, sir. Ten seconds .
Shall we get started 7 Of course ! Yes . We 've got a lot of work to do here .
Do you play football ? No,1don't Yes. I love football !
We’d have to talk to him. [ mean, he’s a good guy About what ?
How come you never say it? Because 1 don’t want to hurt you . [ don 't think it ’s a good idea to say it.

® RL agent generates more interactive responses

® RL agent tends to end a sentence with a question and hand the
conversation over to the user


https://arxiv.org/pdf/1606.01541v3.pdf
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@ Concluding Remarks

@ Limitations of vanilla seg2seq models
Lack of diversity
Lack of consistency
Lack of knowledge
Lack of empathy
Lack of controllability
Lack of versatility
Lack of global optimization

® Recent trends for addressing above limitations
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