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© Language Empowering Intelligent Assistants

Apple Siri (2011) Google Now (2012) Microsoft Cortana
Google Assistant (2016) (2014)

Amazon Alexa/Echo (2014) Google Home (2016)  Apple HomePod (2017) Facebook Portal (2019)
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@ Why Natural Language?

@ Global Digital Statistics (2021 January)

e ee

. Unigue Mobile Active Mobile
Total Population Internet Users Users Social Users

7.83B 4.66B (59.5%) 5 5B (66.60)  4.20B (53.6%)

The more natural and convenient input of devices evolves towards speech.




©® Why and When We Need?

(11

want to chat”

‘I have a question”
need to get this done”

“What should | do?”

(11
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Turing Test (talk like a human) social chit-Chat
Information consumption |

Task completion
Decision support

« What is today’s agenda?
« What does NLP stand for?

« Book me the train ticket from Kaohsiung to Taipel
» Reserve a table at Din Tai Fung for 5 people, 7PM tonight
« Schedule a meeting with Vivian at 10:00 tomorrow

e |s this course good to take?

—

Task-Oriented
Dialogues



Intelligent Assistants

o~ T

show blockers - ™
assigned to Peter get me Javier's
— ~ contact info
- o~ ~ - —

what's my first
meeting on Wed?
M v

~J

week's schedule

= ;
show me next }

s ~
add a half hour ~
meeting Friday at 11

'M__ __._‘_.

~

who does
Peter work

current weather
in London

- how's my Jira sprint
when did Jennifer status?
join our company?

'M__ __._‘_.

t o) get today's _— — -
show R.anE‘:-" s ;genda - - ors th translate “Good
supervisor = WhEn's E_' morning” to French

_ . . next meeting | L .

- - |~ wheredoes - ‘:;
when is Jim Harris Charlotte sit? how's my
anniversary? ) \f”“ L calendar

p ~ | - )
what is the local \'_""ﬁ—"/ 4 , 7 | tomorrow |
time in Dublin cance.l my 9 o'clock
Ireland? L meeting tomorrow )
—~_ - - e find all Tracker's
' — ™~ = high cycle stories
1 when is Jonathan's f
o B I birthday? - ~—

Show github . 4 R Y ( )

e show all my pull which team does = get all Github

leaderboard requests . P

e S =S Olivia part of? commits in last 7d
o

N
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ﬂ App = Bot

Slido:

® A bot is responsible for a “single” domain, similar to an app

Y‘ Beaut‘;ﬁﬁalon

&l services g

' Prices .

Color Services - Color S 25.00
Correction

N GO 13 POSSbIe 10 Lot
o ur)\,s k!

Haircut & Blow dry $18.00
Over the years we have

:“ ad ma ,N1J~\Mx\’) (J'rq
tochnigues. We are sure you wil leav

i Conditioning $23.00
Treatments

Condtioning (Tor chemically treated
halr)

Deep Condtioning Special

Appointment

Specials \

Find Us “

Home

Appointment

Make a Reservation

b=

Haircut on Saturday (‘\\

| have these times available:

10:30 AM
11:30 AM

See more

1030 AM L

Great! Does this look correct?

Haircut at
Fourstylists

Book now

Cancel

#ADL2021



Slido: #ADL2021

G Two Branches of Conversational Al

KnOW,Edge-

_ grounded
Chlt'Chat Seqzseq

\\/\u\t'\—doma'm,
contextual,
mixed-initiative

Task-Oriented
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Task-Oriented Dialogue Systems



Can you help me book a
5-star hotel on Sunday?

For how many people?

— =

________

e
LU: Language
Understanding

________

AV

N
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@ Task-Oriented Dialogue Systems (voun. 2000

/
DST: Dialogue

)

/
NLG: Natural

Language
Generation

\

\

)

\ 4

State Tracking

(&

\

)

A 4

DP: Dialogue

Policy Learning


http://rsta.royalsocietypublishing.org/content/358/1769/1389.short
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@ Language Understanding

Modular Task-Oriented Dialogue Systems
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@ Language Understanding (LU)

4 N

| LU: Language
Understanding

- >

NLG -~ GP
® NLU is a turn-level task that maps utterances to semantics frames.

Input: raw user utterance
Output: semantic frame (e.g. speech-act, intent, slots)

people_num=2

- DST

4 For two people, thanks!
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@® Language Understanding (LU)

@ Pipelined

1. Domain 2. Intent
Classification Classification

3. Slot Filling
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1. Domain ldentification

Requires Predefined Domain Ontology

User

.!/[ find a good eating place for taiwanese food ]

r
l l . E i| Taxi DB Movie DB
0 \_

Intelligent Organized Domain Knowledge (Database)
Agent

Classification!
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2. Intent Detection

Requires Predefined Schema

User

/[ find a good eating place for taiwanese food ]

IND RESTAURANT

- 2B FIND_PRICE

I | FIND TYPE
Intelligent

Agent e S



Slido: #ADL2021

@ 3. Slot Filling

Requires Predefined Schema

O OB-ratingO O O B-type O
User /[ find a good eating place for taiwanese food ]

—

Restaurant

Rest 1 good Taiwanese
l I. E i| Rest 2 bad Thai

FIND RESTAURANTSELECT restaurant {

Intelligent rating=“good” rest. rating-“good”
Agent type="taiwanese” rest. type “taiwanese”
Semantic Frame I

Sequence Labellng
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@ Slot Tagglng (Yao et al, 2013; Mesnil et al, 2015)

@ Variations:
RNNs with LSTM cells
Input, sliding window of n-grams
Bi-directional LSTMs

h

Wy W4 Wy Wp Wy W1 Wy Wn
(a) LSTM (b) LSTM-LA (c) bLSTM
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@ Slot Tagglng (Kurata et al., 2016; Simonnet et al., 2015)

® Encoder-decoder networks
Leverages sentence level information

mr

Wn WZ W1

@ Attention-based encoder-decoder
Use of attention (as in MT) in the
encoder-decoder network
Attention is estimated using a feed-
forward network with input: 4, and s, at h

time ¢ W
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@ Joint Semantic Frame Parsing

® Sequence-based (Hakkani-Tur+, 2016) ® Parallel-based (Liu and Lane, 2016)

Flight
(Intent)
hl hZ h3
‘}:mtent (Slot Filling)
5 FromLoc 0] TolLoc
T XT/T %
fr}{(Jm I}_(A )t(o |
: 7 RVARRVARRVAR
h1 C, h2 c, h3 (o h4 C,
Slot Filling Intent Prediction
Attention Intent-Slot
Mechanism Relationship
Sequence-based (Hakkani-Tur+, ‘16) X A (Implicit)
Parallel-based (Liu & Lane, ‘16) \ A (Implicit)
Slot-Gated Joint Model \ v (Explicit)




€@ Slot-Gated Joint SLU (Goo-+, 2018)

Slot S s S

Vi Y2 Y3 g €—
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Sequence 1‘ 1‘ 1‘

Intent ntion

v

Lt

b
| L L]

Slot | Attention

. . I}
< < < Word Jl xt w
BLSTI\{I > 5 5 Sequence
1t 11 g “
Word | | | | Slot Gate
Sequence i ’ * g =Yv-tanh(c; + W - c')

Slot Prediction

y; = softmax(WS(h; + g - ¢) + b¥)
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@ Contextual Language Understanding

@ User utterances are highly ambiguous in isolation

Restaurant _
Booking <_Book a table for 10 people tonight. >

<~ Which restaurant would you like to book a table for? > .

@ CcCascal for6. >

/\

#people time
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@ End-to-End I\/Iemory Networks (Sukhbaatar et al, 2015)

U: “i d like to purchase tickets to see deepwater horizon” —P m,
S: “for which theatre”

U: “angelika” :
S: “you want them for angelika theatre?” ¢
U: “yes angelika”

S: ‘how many tickets would you like ?” —P m,
U: “3 tickets for saturday” :
S: “What time would you like ?” o
U: “Any time on saturday is fine”

S: “okay , there is 4:10 pm , 5:40 pm and 9:20 pm” —» My 1
U: “Let’s do 5:40” —» u
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@ E2E MemNN for Contextual LU (chen+. 2016)

1. Sentence Encoding

m; = RNNmem(CBi)
u = RNNiy(c)

2. Knowledge Attention

Pi

= softmax(u” m;)

. Knowledge Attention Dlstrlbutlon

Contextual

\ 4

X1 % ?

?
AT
\——————jTC

history utterances

Sentence Encoder
RNNem

Sentence

Encoder

Memory Refresentatlon

Inner

—L Xy X,

RNN;

Product
1

3.

Knowledge Encoding

h = Zp?;mz’ 0 = Wkg(h + u)

RNN Tagger

slot tagging sequence Y

>
Weighted
Sum

u

"2

Knowledge Encoding
Representation 0

Wi

{x} current utterance



https://www.microsoft.com/en-us/research/wp-content/uploads/2016/06/IS16_ContextualSLU.pdf
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@ E2E MemNN for Contextual LU (chen-, 2016)

‘I d like to purchase tickets to see deepwater horizon” |=—» g9

“for which theatre”
- “angelika”
“you want them for angelika theatre?”

- “ves angelika”

‘how many tickets would you like ?” — 0.13

- “3 tickets for saturday”

“‘What time would you like ?”

- “Any time on saturday is fine”

“okay , there is 4:10 pm , 5:40 pm and 9:20 pm” —P 0.16

—= U: “Let’s do 5:40” |

S A S A S U S o e



https://www.microsoft.com/en-us/research/wp-content/uploads/2016/06/IS16_ContextualSLU.pdf
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@ Recent Advancesin NLP

tings Voice Assistants

® Contextual Embeddings (ELMo & BERT)
Boost many understanding performance with pre- |
trained language models @

Siri Shortcuts

O

alexa

Google Assistant
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@ Robustness — Adapting to ASR (Huang & chen, 2019)

Stage 1: Pre-Training | Stage 2: Pre-Training on Lattices | Fine-Tuning

What a day

|
|
on Sequential Texts | ‘0-802 00 010 10 L0 classification
! 0.1 | | | T
|
: \“‘\g“&% P @ A & Max pooling
I b2
| (. () 1 T T T T1 T
a d <EOS> : Linear LatticeLSTM
ay :
1 1 1 ! LatticeLSTM | atticeLSTM
Linear :
I
I 1 I
[LSTM H LSTM H LSTM ] :
! ! T |
:
I
|
|
I
|
1
|
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@ Robustness — Adapting to ASR (Huang & chen, 2019)

y

}

@® |dea: lattices may include correct words Linear
® Goal: feed lattices into Transformer [ Transformer Encoder
F + +  t t 1

<S> w;owy Wi — Wi <E>

Chao-Wei Huang and Yun-Nung Chen, “Adapting Pretrained Transformer to Lattices for Spoken Language Understanding,”
in Proceedings of 2019 IEEE Workshop on Automatic Speech Recognition and Understanding (ASRU), 2019.
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€@ Robustness — Adapting to ASR (Huang & Chen, 2019)

/

@ Confusion-Aware Fine-Tuning

Supervised Acoustic Confusion C = {W:trs, W;(asr}

:Show me the fares from Dallas to Boston

L]

X, : Show me * ‘affairs from Dallas to Boston

trs

Unsupervised — Top hypothesis x,

Acoustic Confusion _ _
-==» Alternative hypothesis x,

List =—> all

0‘ *

tomorrow =—» *

Least to ====9 Monaco

Lift slides Morocco

The contextual embeddlngs of the recognlzed texts would be similar to the ground truth one.

Chao- We| Huang and Yun Nung Chen “Learning ASR- Robust Contextualized Embeddmgs for Spoken Language Understandlng in ICASSP 2019
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€@ Scalability — Multilingual LU (upadhyay+, 2018

® Source language: English (full annotations)
® Target language: Hindi (limited annotations)

RT: round trip, FC: from city, TC: to city, DDN: departure day name

Utt: find a one way flight from boston to atlanta on wednesday
Slots: O OB-RTI-RT O O B-FC O B-TC O B-DDN

(a) English Utterance
Utt: TUIR DI EIRIeH | 3eclicl db STH dTeil YbdR Wbl 38T @il

Slots: B-DDN O B-FC O B-TC O O O B-RT O O

(b) Hindi Utterance
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Scalability — Multilingual LU (upadhyay+, 2018)

Hindi Test

Train on Target (Lefevre et al, 2010)

{ \
English !
Train I :

|

Hindi
Train

SLU
Results

Hindi

l

Test on Source (Jabaian et al, 2011):
l
l

Test |

Joint Training

Hindi Train (Small)

Joint Training
English Train (Large)

English English SLU
Test Tagger Results

Hindi Test

SLU
Results

Bilingual

Tagger

MT system is not required and both languages can be processed by a single model
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@ LU Evaluation

Utterance: For 2 people thanks

l l l l

Slot: O B-people O O = Slot-F1
Domain: Hotel
Intent: Hotel Book

= Frame Accuracy
}:> AccC

® Metrics
Sub-sentence-level: domain/intent accuracy, slot F1
Sentence-level: whole frame accuracy
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€ Dialogue State Tracking

Modular Task-Oriented Dialogue Systems
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€@ Dialogue State Tracking

Hotel_Book (
star=5
) Can you help me book a day=sunday )

5-star hotel on Sunday?
people_num=2 (DST: Dialogue}
4 For two people, thanks! —> *hState Tracking
8-
N Hotel Book (

star=5
day=sunday

h" people_num=2)
NLG - DP

@ DST Is a dialogue-level task that maps partial dialogues into
dialogue states.
Input: a dialogue / a turn with its previous state
Output: dialogue state (e.g. slot-value pairs)
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€@ Dialogue State Tracking

I’'m looking for a Thai restaurant. request (restaurant; foodtype=Thai)

Something in the centre. inform (area=centre)

What’s the address? request (address)

Thank you, bye. bye ()
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Dialogue State Tracking

Requires Hand-Crafted States

User

2 find a good eating place for taiwanese food ]

t[ i want it near to my office ]

*—o
.
T
ll
oA,

Intelligent
Agent
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Dialogue State Tracking

Requires Hand-Crafted States

User

/{ find a good eating place for taiwanese food ]

Y[ i want it near to my offlce

I -;-

Intelligent
Agent
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Dialogue State Tracking

Handling Errors and Confidence

User A find a good eating place for taixxxx food ]

FIND _RESTAURANT FIND RESTAURANT FIND RESTAURANT
rating="“good” rating="“good” rating="“good”

type="taiwanese” type="thai” 4 - ™

Intelligent
Agent



@ DST Problem Formulation

® The DST dataset consists of
Goal: for each informable slot

Requested: slots by the user

e.g. price=cheap

e.g. moviename

Method: search method for entities

e.g. by constraints, by name

® The dialogue state is

t
t
t

he distribution over possib
he distribution over possib

ne distribution over possib

e slot-value pairs for goals
e requested slots
e methods

Slido: #ADL2021



Slido: #ADL2021

@ Dialogue State Tracking (DST)

® Maintain a probabilistic distribution instead of a 1-best prediction for
better robustness to SLU errors or ambiguous input

Slot Value

# people 5 (0.5)

time 5 (0.5) How can | help you?
Book a table at Sumiko for 5

St Value

# people 3 (0.8)
time 5(0.8)
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@® Multi-Domain Dialogue State Tracking

@ A full representation of the system's belief of the user's goal at any point

during the dialogue
® Used for making API calls

| wanna buy two
tickets for tonight at
the Shoreline theater.

Which movie are you
interested in?

Inferno.

Movies

Date

Time 6 pm 7pm 8 pm 9pm

#People

Theater

Movie

e BT e
Likely Likely




® Multi-Domain Dialogue State Tracking
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® A full representation of the system's belief of the user's goal at any point
during the dialogue

® Used for making API calls

Movies

Date

Time | 6:30 pm 7:30 pm

8:45 pm

9:45 pm

#People

Theater

Movie

Restaurants

Date

Time | 6:00 pm 6:30 pm

7:00 pm

Restaurant

#People

More
Likely

ey LTI
Likely

| wanna buy two
tickets for tonight at
the Shoreline theater.

Which movie are you
interested in?

Inferno.

Inferno showtimes at

Century 16 Shoreline are
6:30pm, 7:30pm, 8:45pm
and 9:45pm. What time
do you prefer?

We'd like to eat dinner
before the movie at
Cascal, can you check
what time i can get a
table?




@ Multi-Domain Dialogue State Tracking
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@® A full representation of the system's belief of the user's goal at any point

during the dialogue

® Used for making API calls

Date

Time
#People
Theater

Movie

Movies

Restaurants

Date
Time
Restaurant

#People

ey LTI
Likely

More
Likely

Inferno.

Inferno showtimes at
Century 16 Shoreline are
6:30pm, 7:30pm, 8:45pm
and 9:45pm. What time
do you prefer?

We'd like to eat dinner
before the movie at
Cascal, can you check
what time i can get a
table?

Cascal has a table for 2
at 6pm and 7:30pm.

OK, let me get the
table at 6 and tickets
for the 7:30 showing.
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® Discriminative DST - Single Turn

* Observations labeled w/ dialogue state

* Neural networks
« Ranking models

Prediction « Distribution over dialogue states
— Dialogue State Tracking
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DNN for DST

Hello, how may | help you?

I’'m looking for a Thai restaurant. inform(type=restaurant, food=Thai)

feature
extraction

What part of town do you have in mind?

Something in the centre. inform(area=centre)

Bangkok city is a nice place, it is in the
centre of town and it serves Thai food.

_| A slot value distribution

What's the address? request(address) — for each slot

state of this turn

Bangkok city is a nice place, their address is
24 Green street.

Thank you, bye. bye()

multi-turn conversation
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€@ Discriminative DST — Multiple Turns

« Seqguence of observations labeled w/ dialogue states

Prediction « Distribution over dialogue states
— Dialogue State Tracking

« Sequential models
— Recurrent neural networks (RNN)
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® Recurrent Neural Network (RNN)

@ Elman-type

@ Jordan-type

output to
A

T

hidden layerto ——| hidden layer t:

output t1
A

output tn
'y

T

Input feature vector to

Input feature vector t

output to
A

A

hidden layer to L hidden layer t1

output t1
A

A

Input feature vector to

Input feature vector ti

» hidden layer tn

T

Input feature vector tn

output tn
A

—| hidden layer tn
A

Input feature vector tn
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® RNN-Based DST

® |dea: internal memory for representing dialogue context
Input
most recent dialogue turn

last machine dialogue act
dialogue state

bs

Beliefs b1 b2

memory layer .
Memory R &
Output .\ F
update its internal memory N s
Hidden ho 1, hz ha

distribution over slot values

:Jl-_ I 3

Input i f.2 fa
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€@ RNN-CNN DST mrksié+, 2015)

Jordan RNN Ps Output layer

Hidden layer

™ Turn't |
7?7 o b 4 Input layer

]
La Ab Al ]
A7 i
f! ;
System turn t-1 v,enn '
---------------------------------------------- i
. A3 ,
<nil> .
\.\ \“
| s .
\'\- “
want Tl

- [

- v.food §
@ s.food "’f‘

<nil> 4=

a .-~ sentence
representation

E/A’
77
oo N

NN
HE NN

Delexicalised CNN 15t conv. 2" conv. 3rd conv. max-pool avg-pool

(Figure from Wen et al, 2016)
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(51, Global-Locally Self-Attentive DST znhong+, 2018)

® More advanced encoder
Global modules share parameters for all slots
Local modules learn slot-specific feature representations

Encoder module Scoring module
System actions in previous turn 4 ¢ T T T T T T \l Cact S )

—_—— 1 | |
L b t |
) | | ac
Action | (vact | Y !
|

e

request(food)

\

s
¢}

(
|
t
l .
| encoder ) Action scorer > Mixture
request(price range) Ly I - J : >
|
[ S | ﬁi (S
utt | ] u |
User utterance : c I I Y |
| just want to eat at a cheap Y ! | ]
restaurant in the south part of town. X | I putt I
What food types are available, can ——»| Utterance | J ¢ > Utterance |
you also provide some phone | encoder \ : scorer :
numbers? : , | |
~ /
I | ! I
) | N, e e, e — - ——— Y
— | : —
Slot value under consideration ' | P(price range=cheap)
Vil siotva ) v
. | ot-value
rice range = chea >
P g P | encoder :
: .
|

—— e —— — ——
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@ Generative DST

e Generating the state as a sequence (Lei+, 2018) or dialogue state
updates (Lin+, 2020)

(Dialogue history) = (slot1=val,slot2=val ...)

o Given a dialogue and a slot, generate the value of the slot (\Wu-+,
2019; Gao+, 2019; Ren+, 2019; Zhou & Small, 2019; Kim+, 2019;
Le+, 2020) = requires multiple forwards

(Dialogue history, slotl) = val


https://www.aclweb.org/anthology/P18-1133.pdf
https://arxiv.org/abs/2009.12005
https://arxiv.org/abs/1905.08743
https://arxiv.org/pdf/1908.01946.pdf
https://arxiv.org/pdf/1909.00754.pdf
http://alborz-geramifard.com/workshops/neurips19-Conversational-AI/Papers/51.pdf
https://arxiv.org/pdf/1911.03906.pdf
https://openreview.net/forum?id=H1e_cC4twS
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@ Handling Unknown Slot Values xu & Hu, 2018)

® Issue: fixed value sets in DST

Atention @ m m om BB

$ “Italian”
<sys>would you like some Thai food T

. —

<food> [talian

i

t .
<usr> | prefer Italian one
other

— dontcare
none

Pointer networks for generating unknown values
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@ TRADE: Transferable DST wu+. 2019)

4 o ) G, = Softmax(W, - (cjo)") € R®
' Slot Gate ¢;
| PTR | || o
Context ' = DONTCARE | ;
Vector 0 | . = NONE ! Ashley State |
\_ L e . . Pl _5 Generator
R 5 px(1-p%") | |xcp§;a'“) |
prers | W mom o Hotel?
_____________ SRR N N N R - e
. Utterance J L L e sl e § T ‘
.~ Encoder LI LI LI LI LT LT i L L
"""""""""""""""""""""""" T : Ashley
| ( Ex: hotel EX: \
Utterances | @ X ame |
Domains 7= {L-:J} Slots
Bot: Which area are you looking for the hotel? Hotel, Train, Price, Area, Day,
User: There is one at east town called Ashley Hotel. Attraction, Departure, name,

\Restaurant, Taxi LeaveAt, food, etc)
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©® TripPy: Handling OOV & Rare Values (Heck+, 2020)

: :

g g_E
@ = W
258 2588
cada SSAFTS
B O b EQn.S o

start pos distribution

end pos distribution

"'DDGD:

0
1]
ainform

e

0 wy | | [SEP] |
L0 \ I

d_s .
at current user utterance preceeding system utterance

dialog history
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@ DST Evaluation

Input Dialogue: Output Dialogue State:

USER: Can you help me book a 5- Hotel_Book (star=5, day=sunday)

star hotel on Sunday? = Slot Acc /
SYSTEM: For how many people? Hotel_Book (star=5, day=sunday, Joint Acc
USER: For two people, thanks! people_num=2)

@® Dialogue State Tracking Challenges
DSTC2-3, human-machine
DSTC4-5, human-human
DSTC8, human-machine

® Metric

Tracked state accuracy with respect to user goal
Recall/Precision/F-measure individual slots
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(57 Dialog State Tracking Challenge (DSTC)

(Williams et al. 2013, Henderson et al. 2014, Henderson et al. 2014, Kim et al. 2016, Kim et al. 2016)

Challenge Domain Data Provider Main Theme

DSTC1 Human-Machine Bus Route CMU Evaluation Metrics
DSTC2 Human-Machine Restaurant U. Cambridge User Goal Changes
DSTC3 Human-Machine Tourist Information U. Cambridge Domain Adaptation
DSTC4 Human-Human  Tourist Information 2R Human Conversation
DSTC5 Human-Human  Tourist Information 2R Language Adaptation



https://www.microsoft.com/en-us/research/event/dialog-state-tracking-challenge/
http://camdial.org/~mh521/dstc/
http://camdial.org/~mh521/dstc/
http://www.colips.org/workshop/dstc4/
http://workshop.colips.org/dstc5/
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@ DSTC4-5

{Topic: Accommodation; Type: Hostel; Pricerange:

@ Type: Human-Human
Cheap; GuideAct: ACK; TouristAct: REQ}

@® Domain: Tourist Information

. . Tourist: Can you give me some uh- tell me some cheap rate
{Topic: Accommodation; NAME: InnCrowd hotels, because I'm planning just to leave my bags
BaCkpaCkerS HOStel; GuideAct: REC; TouristAct: ACK} there and go somewhere take some picturesl

Guide: Let's try this one, okay? Guide: Okay. I'm going to recommend firstly you want to
Tourist: Okay. have a backpack type of hotel, right?
Guide: It's InnCrowd Backpackers Hostel in Singapore.  10Urist: Yes. I'm just gonna bring my backpack and my
If you take a dorm bed per person only twenty _buddy with me. S(_) I'm kinda looking for a hotgl that
dollars. If you take a room, it's two single beds IS not that expensive. Just gonna leave our things
at fifty nine dollars. there and, you know, stay out the whole day.
Tourist: Um. Wow, that's good. Guide: FJIkay. _Let me get you hm_hm. So you don't mlnd_ if
_ _ it's a bit uh not so roomy like hotel because you just
Guide: Yah, the prices are based on per person per back to sleep.
bed or dorm. But this one is room. So it should Tourist: Yes. Yes. A st ¢ thi h g
be fifty nine for the two room. So you're actually ourist. theesﬁ (?Z.ut fovzzﬁgssogrggn?cfﬁrezur Ngs there an
paying about ten dollars more per person only. _ 9 P '
Tourist: Oh okay. That's- the price is reasonable Guide: Okay, um-
Tourist: Hm.

actually. It's good.



@ Multi-Domain DST Data

® MultiWoZ2.0=221= 22=23= ......

inform* / request* / select'?’ / recommend/*** / not found'*>

act type | request booking info'?3 / offer booking'?3® / inform booked'?*° / decline booking!**”
welcome™ /greet* / bye™ / reqmore*
address* / postcode® / phone* / name'?3* / no of choices'*>* / area'3 /

dJots pricerange'?? / type'?? / internet” / parking? / stars? / open hours® / departure®”

destination® / leave after® / arrive by*® / no of people'?*° / reference no.'?3* /

trainID® / ticket price® / travel time® / department’ / day'%*° / no of days'%

Slido: #ADL2021

® SGD: natural language described schema for better scalability

service_name: "Payment" Service | | name: "MakePayment" Intents | | name: "account type” categorical: True  Slots
description: "Digital wallet to make and request payments" | | description: “Send money to your contact” description: "Source of money to make payment"”
required_slots: ["amount”, "

contact_name"] possible values: ["in-app balance”, “debit card”, “bank’]

optional_slots: ["account _type" = "in-app balance")

name: "amount”
name: "RequestPayment description: "Amount of money to transfer or request”

categorical: False

description: "Request money from a contact"

required_slots: ["amount”, "contact_name"] name: "contact_name"
description: "Name of contact for transaction”

categorical: False



https://arxiv.org/pdf/1810.00278.pdf
https://arxiv.org/pdf/1907.01669.pdf
https://arxiv.org/pdf/2007.12720.pdf
https://arxiv.org/pdf/2010.05594v1.pdf

@ Multiwoz 2.1 Leaderboard

Rank

(=]

-l

10

11

Model

CHAN-DST

SimpleTOD

Transformer-DST

TripPy

SST

Graph-DST

DS-Picklist

CSFN-DST + BERT

SOM-DST

DSTQA

NADST

TRADE

Joint Acc

58.55

55.76

55.35

55.30

55.23

53.85

53.30

52.88

52.57

5117

49.04

45.60

Paper Code
A Contextual Hierarchical Attention Network with Adaptive 0
Objective for Dialogue State Tracking
A Simple Language Model for Task-Oriented Dialogue O
Jointly Optimizing State Operation Prediction and Value O

Generation for Dialogue State Tracking

TripPy: A Triple Copy Strategy for Value Independent
Neural Dialog State Tracking

Schema-Guided Multi-Domain Dialogue State Tracking
with Graph Attention Neural Networks

Multi-Domain Dialogue State Tracking based on State
Graph

Find or Classify? Dual Strategy for Slot-Value Predictions
on Multi-Domain Dialog State Tracking

Efficient Context and Schema Fusion Netwaorks for Multi-
Domain Dialogue State Tracking

Efficient Dialogue State Tracking by Selectively Overwriting 0
Memory
Multi-domain Dialogue State Tracking as Dynamic 0

Knowledge Graph Enhanced Question Answering
Non-Autoregressive Dialog State Tracking O
MultiwOZ 2.1: A Consolidated Multi-Domain Dialogue

Dataset with State Corrections and State Tracking (]
Baselines

Result

Year

2020

2020

2020

2020

2020

2020

2019

2020

2019

2019

2020

2019
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) Dialogue Policy Learning

Modular Task-Oriented Dialogue Systems
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@ Dialogue Policy Learning

Can you help me book a NLU j DST
J 5-star hotel on Sunday? L
Hotel _Book (
4 For two people, thanks! star=5

day=sunday
= people_num=2)
N Inform ( v

hotel_name=B&B) | pp. Dialogue
NLG - Policy Learning

“ KB

@ DP decides the system action for interacting with users based on
dialogue states.
Input: dialogue state + KB results
Output: system action (speech-act + slot-value pairs)
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® Dialogue Policy Learning

greeting ()

I’'m looking for a Thai restaurant. request (restaurant; foodtype=Thai)

request (area)

Something in the centre. inform (area=centre)

inform (restaurant=Bangkok city,
area=centre of town, foodtype=Thai)

What’s the address? request (address)

inform (address=24 Green street)

Thank you, bye. bye ()
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@ Supervised v.s. Reinforcement

® Supervised

@ | say“Hi” L
[ Say ”Goom

- ¢ ]
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® Dialogue Policy Optimization

® Dialogue management in a RL framework

User

'») N\

[ Natural Language Generation ] [ Language Understanding ]

Action A \ RewardR / Observation O

[ Dialogue Manager ]Agent

Environment
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@ Reward for RL = Evaluation for System

@ Dialogue is a special RL task

Human involves in interaction and rating (evaluation) of a dialogue

Fully human-in-the-loop framework
@ Rating: correctness, appropriateness, and adequacy

- Expert rating high quality, high cost

- User rating unreliable quality, medium cost

- Objective rating | Check desired aspects, low cost
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@ Dialogue Reinforcement Learning Signal

@ Typical reward function
-1 for per turn penalty
Large reward at completion if successful

@ Typically requires domain knowledge
+ Simulated user
¥f Paid users (Amazon Mechanical Turk)
X Real users

The user simulator is usually required for
dialogue system training before deployment
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® Neural Dialogue Manager (i et al. 2017

® Deep Q-network for training dialogue policy
Input: current semantic frame observation, database returned results

Output: system action
Semantic Frame
request_movie
| ¢genre:action, date=this weekend

/DQN—based )
: Management E 5‘ DB
Simulated User (DM)
T N y

System
Action/Policy
request_location
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® E2E Task-Completion Bot (TC-Bot) @i e a 201

NLG Natural Language

Wy w, w, EOS
Are there any action
movies to see this
weekend?

DS% ){}H Knowledge
Database

. . Dlalogue Policy Learmng
Dialogue Polic
’ User Model <€ J Y
: Neural
User Simulation request_location Dialogue
System
A\ %



https://arxiv.org/abs/1703.01008
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@ Reinforcement Learning Agent (it a. 2017

User goal — Two tickets for “Deadpool” tomorrow 9PM at AMC Pacific Place 11 theater, Seattle.

RULE BASED SYSTEM REINFORCEMENT LEARNING SYSTEM
User: Do you have any ticket for movie ‘Deadpool’ at 9:00 pm? User: | want two tickets for movie ‘Deadpool’.
Agent: Which theater do you want? Agent: What is the starttime you prefer?
User. AMC pacific place 11 theater, please! User: 9:00 PM
Agent. How many tickets do you want? Agent: Which day?
User: Two! User: Tomorrow
Agent: What date? Agent: Which city?
User: Tomorrow! User: Seattle
Agent: Which city do you want? Agent: Which theater do you prefer?
User: _Seattle! User: AMC Pacific Place 11 theater.
I‘Agent: Do you have any specification for zip code? Agent: Okay, | will issue 2 tickets for you, tomorrow

! Agent: Do you have any distance constraint? movie ‘Deadpool’.

™
1
I User: No, I do not care. : 9:00 pm at AMC pacific place 11 theater, Seattle,
1
1
| User: No, | do not care. i User: Okay, thanks.

| Agent: How about video format? 2d? Imax 3d? | ISsue: no notion agent: Thanks!
i User:  Any kind is okay. | | i about what requests
1 Agent: Do you have any constraint to price? | can be Sklpped
User NO e
Agent: Okay, I will issue 2 tickets for you, tomorrow 9 00 pm at AMC pacific place 11 theater, Seattle, movie
DeadpOO0l’. .

;’;g[“ okay | Skip the requests the user may not care about to improve efficiency


https://arxiv.org/abs/1703.01008

@ Online Training (su+ 2015: su+ 2016)

@® Policy learning from real users
Infer reward directly from dialogues (Su et al., 2015)
User rating (Su et al., 2016)

® Reward modeling on user binary success rating

Hi, How may | help you?

Dialogue
Where in the city would you like? Embedding] Representatlonf Reward |

| want some cheap Chinese food.

Somewhere in the west, please.

Yim Wabh is a nice Chinese place. F u nCtio n J L M Od EI I

Great, can you give me its address?

Slido: #ADL2021

Success/Fall

It is at 2-4 Lensfild Road. Reinforcement
Ok, thank you, bye! l Query rating S|gna|
Thanks, goodbye. l
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@ Interactive RL for DP (shan+, 2016)

Explicit
Immediate
Feedback
Task-level \E
/ Action \ / Reward %
(‘ . Implicit

‘ p— ' Is First Wok highly rated?
. First Wok, Lucy’'s and Red Grill are
\ Action + Feedback / L y

No stupid, | am asking if First Wok
is rated at least 3 stars?
Frustration

Repetition

Use a third agent for providing interactive feedback to the policy
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@ Planning — Deep Dyna-Q (peng+, 2018)

@®

ldea: learning with real users with planning

Human 0.9
_ Conversational Data 0.8
Slijepgrr;\/ilﬁgd Imitationl 0.7
Learning o 06
Policy _ 9
Model Acting 2 0.2
Planning o 04
Diect @ 0.3 DQN(1)
World : ' —— DDQ(2)
Model Reinfo gment User 0.2 DDQ(5)
Leafning o1 — DDQ(10)
World Mo%@l\ Real / 0o Y
Learning Experience 0 50 100 150 200 250 300

Epoch
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@ Robust Planning — D3Q (su+, 2018)

® |dea: add a discriminator to filter out the bad experiences

Semantic

Real
Frame

Experience

—> DST

NL U
Simulated
Dlscrlmlnator ’Experlence
State

Reprelentation

USGF World Model !
‘ Policy

Learning

System Action
(Policy)

Human
Conversational Data

_ Imitation
Supervised Learning
Learning Controlled Planning

Discriminatori—» ' °lcY cting
Model
/Ivjiscr inative  Direct
World Tra\ning Reinforcephent U
Model LeapAing =€l
Real /
Worl%\ Experience
Learning P

S.-Y. Su, X. Li, J. Gao, J. Liu, and Y.-N. Chen, “Discriminative Deep Dyna-Q: Robust Planning for Dialogue Policy Learning," (to appear) in Proc. of EMNLP, 2018.
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@ Robust Planning — D3Q (su+, 2018)

0.9
0.8 0.7
p=0.0003
0.7 0.6 | .
© 05 . p=0.049 | p=0.047 |
£ T 0.440
& 0-5 X 0.4
0 7 0.326
58 £ 0.3 0.222
703 DQN C?) 0.2 )
e — DNG 09
0.1 — D3Q
—— DDQ(5) 0.0
0.0 DQN DDQ D3Q
0 50 100 150 200 250

Epoch

The policy learning is more robust and shows the improvement in human evaluation
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@ Multi-Domain — Hierarchical RL eng+, 2017)

: - Set of tasks that need to be fulfilled collectively!
Travel Planning «  Build a DM for cross-subtask constraints

(slot constraints)
« Temporally constructed goals

( Book Hotel y
( Book Local Travel

(bus, ship, etc)
« Book Restaurant ‘

Actions

 hotel_check in_time > departure_flight_time
«  #flight_tickets = #people checking in the hotel
* hotel _check out_time< return_flight time
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@ Multi-Domain — Hierarchical RL (eng+, 2017)

@® Model makes decisions over two levels: meta-controller & controller

® The agent learns these policies simultaneously
Policy of optimal sequence of goals to follow 7, (g;, s¢; 61)
Policy 7, 4(ay, g, s¢; 82) for each sub-goal g,

— User Top-level Dialogue Policy Tt4(gy; St)
Dialogue Extrinsic Dialogue 91 92 YIn
action reward states \ / \ X
Meta-Controller ‘ Top-level dialogue | ay, g1— Az, §1—43, g1 Ay, Jr—as, J2 — A, 92
policy learning
Subgoal . .
l 7 Low-level Dialogue Policy Ttq g(ay; Se, 9¢)
Controller mmmmpl - tow-level dialogue  _ |
policy learning
Dialogue Intrinsic
action reward —bgl W (11

Mag(assu90) —— @z

n — 4y

Internal Critic
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@ Dialogue Policy Evaluation

Dialogue State: o
Hotel_Book ( star=5, day=sunday, people_num=2) j> System Action:

KB State: inform ( hotel_name=B&B )
rest1=B&B

® Metrics
Turn-level evaluation: system action accuracy
Dialogue-level evaluation: task success rate, reward
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€ Natural Language Generation

Modular Task-Oriented Dialogue Systems
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@ Natural Language Generation

Can you help me book a f
5-star hotel on Sunday? 'L

NLU } * DST

r

4 For two people, thanks!

-
‘5"
| Inform (
NLG: Natural hotel name=B&B)

| have book a hotel B&B for you. <«~——| Language
— ~ Generation

o |
s

< —
<

® NLG Is to map system actions to natural language responses.
Input: system speech-act + slot-value (optional)
Output: natural language response
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@ Template-Based NLG

@ Define a set of rules to map frames to natural language

Semantic Frame Natural Language

confirm() “‘Please tell me more about the product you are looking for.”
confirm(area=3$V) “Do you want somewhere in the $V?”

confirm(food=%V) “Do you want a $V restaurant?”

confirm(food=%$V,area=$W) “Do you want a $V restaurant in the $W.”

Pros: simple, error-free, easy to control
Cons: time-consuming, rigid, poor scalability
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RNN'Based LM NLG (Wen et al., 2015)

Input  inform(name=Din Tai Fung, food=Taiwanese) — dialogue act 1-hot
representation
( 00100,.,100,.,1,00,0,0,0.. )
SLOT_NAME serves SLOT_FOOD : <EOS>
conditioned on
> > > —

the dialogue act

R P N

I——> <BOS> SLOT_NAME serves SLOT_FOOD
Output

<BOS> Din Tai Fung  serves Taiwanese

delexicalisation
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® Semantic Conditioned LSTM wen et al. 2015)

@® Issue: semantic repetition
Din Tai Fung is a great Taiwanese \£ \£ |
restaurant that serves Talwanese.

s S S
Din Tail Fung is a child friendly N
restaurant, and also allows kids.
%
N
o)

L ]
dialog act 1-hot
—(0,0,1,0,0,..,1,0,0,..,1,0,0, .. ) representation

— Inform(name=Seven_Days, food=Chinese)




@ Structural NLG (sharma+, 2017; Nayak+, 2017)

® Delexicalized slots do not consider the word level information

Generated output:

Delexicalized slot input: INFORM-FOOD
Lexicalized value input:

/ INFORM-FOOD

chinese pizza X

@® Slot value-informed seguence to sequence models

Mention
Input sequence
rep.
Xi Xi+1 Xi42 Xi+3 Xi+4

SEQ : it

decor | decent | service | good | cuisine

Xi X; Xi

JOINT ‘ ~it] 2

( decor, decent ) | ( service, good ) | ( cuisine, null )
CONCAT Xi1 Xi2 xi+l_ 1 Xi+1,2 xigrg,l Xi+2.2

decor | decent | service | good | cuisine | null

Slido: #ADL2021

There are no restaurants around which serve INFORM-FOOD food.
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@ Contextual NLG (pusek and Jurcicek, 2016)

® Goal: adapting users’ speaking way, providing context-aware responses
Context enCOder preceding userufterance . context-aware

is there another option additions

SeC]ZSeq mOdeI inform(line=M102, direction=Herald Square,

vehicle= bus departure_time=9:01am,
from_stop= Wall Street) typical NLG

a ] 2 from
rald Sq

There is a bus at 9:07am from Wall Street
to Herald Square using line M102.
contextually bound response

Base model

Prepending context //

decoder with attention

. . . o] - . . l%ﬁ o] — ] — [ 4 | hodle ko DEPARTLRE TME AMPM 1ot fand | <STOP>

T

|s there a schedule for NUMBER AMPM inform_| no match | DEPARTURE TIME‘ ampm AMPM FP Istm _.. s,m
departure_time inform_no_match

/ \ <GO> schedule for DEPARTURE_TIME AMPM not found
Context encoder T T T T

is there a  schedule for NUMBER AMPM



@ Controlled Text Generation (u et a, 2017)
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® |dea: NLG based on generative adversarial network (GAN) framework

Cc. targeted sentence attributes

Generator

Discriminators
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@ Issuesin NLG

® Issue
NLG tends to generate shorter sentences
NLG may generate grammatically-incorrect sentences

@ Solution
Generate word patterns in an order
Consider linguistic patterns
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Hierarchical NLG w/ Linguistic Patterns

(Su et al., 2018)

i Near All Bar One is a moderately priced Italian place it
is called Midsummer House

1

/GRU Decoder

1. Repeat-input

2. Inner-Layer Teacher Forcing
3. Inter-Layer Teacher Forcing
4. Curriculum Learning

IS a moderately ..

4. Others

T

All Bar One is moderately priced Italian place it is called

h
Input name[Midsummer House], food[ltalian], s=p- i——b;el S 1. NOUN + PROPN + PRON
Semantics priceRange[moderate], near[All Bar One] I

last output yi_; ..All Bar One is a |
. : i Midsummer House
\ output from last layer yi~1 .. All Bar One is moderatelyj i 1
o N 3. ADJ + ADV

Bidirectional GRU i 1
Encoder . i All Bar One is priced place it is called Midsummer House
\_ name ltalian priceRange. E 2. VERB i
Semantic 1-hot i f i
: [...1,0,0,1,0,..] i All Bar One place it Midsummer House i
Representation T \ ! 1 i

Hierarchical Decoder


http://aclweb.org/anthology/N18-2010
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@ Fine-Tuning Pre-Trained GPT-2
@ Fine-tuning for conditional generation

[BOS] Let me confirm that you are searching for Hinton hotel in the center area [EQS]

000p000D000000000

— _.._-——
— —

__—-f_r_——:——:;_#_——r—,z—_f‘———_,:_——;_——ﬂ——-"——-ﬂ——'

ooooooooooooooooooooooo
OISR AIAIAIANAIAIAIARGIAIANAIAIATANATS

Confirm ( name = Hinton , area = center ) [BOS] Let me confirm that you are searchingfor Hinton hotel in the centerarea [EOS]

\. J \ J
Y Y

Dialog Act System Response

Pre-trained models have better capability of generating fluent sentences
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@ NLG Evaluation

System Action ﬁ> System Response
inform(name=B&B) " I have book a hotel B&B for you.

@ Automatic metrics
® Human evaluation
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@ Automatic Evaluation

Response
Model Do you have any other
plans this weekend?

Scorer Score
Gold Response

What do you do in the
coming days?

® Perplexity = how likely the model is to generate the gold response
® N-gram overlapping = BLEU etc.

@® Slot error rate = whether the given slots are mentioned

@ Distinct N-grams = response diversity
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@ Human Evaluation Likert

Response
Model Do you have any other
plans this weekend? H Likert:
. ulmin Humanness
valuator
Dialogue History Fluency
Coherency

| could teach a few classes
this weekend and | don'’t
know what to do

@® Judges are asked to give ratings 0-5 according to “Humanness,
Fluency and Coherence”
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Human Evaluation Dynamic Likert

Model
Hi, I'm pretty good! Just listening to some Human
aerosmith, they're my fave :) whatre you
upto? - Evaluator
Model
Italian music, nice! What do you do for Human
work? | Evaluator
Likert:
Alter Human Humanness
conversation Evaluator Fluency

Coherency ACUTE-EVAL (Li et.al. 2019)

® Human judge interacts with the model and give ratings 0-5
according to “Humanness, Fluency and Coherence”


https://arxiv.org/pdf/1909.03087.pdf
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@ Human Evaluation A/B

Dialogue History

Response
Model A Do you have any |
other plans this A / B Testing
weekend? Human Humanness
Evaluator Fluency
Model B Response Coherency
Human | don’t know

® Judges are asked to choose the best one according to "Humanness,
Fluency and Coherence”



@ Human Evaluation A/B Dynamic

@® Judges interacts with two systems and
chooses which is better according to
“Humanness, Fluency and Coherence’
=>» dialogue-level evaluation

J

Hi, I'm pretty good! Just listening to some
aerosmith, they're my fave :) whatre you
up to?

Italian music, nice! What do you do for
work?

Oh wow! I'm a construction worker, I've
been doing it since | was 16.

I'm a construction worker haha, just told
you! Whats your favorite type of food?

Yum! | love mexican food, so good :) do
you have any hobbies?

We're a bit different- | love watching
nascar and ufc. They're so fun!
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Hello there, how are you?

| am doing great. How are you?

| am great, | did something crazy for me
and colored my hair blue!

| have a daughter and a son who also love
blue colored balls. You should meet them

Well that neat, | got a new car my mother
gave so maybe | could see them!

It is a beautiful city. And, | try to be... Just
cannot afford a bigger house atm.

| am sorry to hear that, | feel bad going
out of town for spring break now.

Ok. | going to school in the spring for
casino manager

Well | turn 29 next week, | wonder if that
is a good age to apply as one.

My grandmother just died from lung
cancer, sucks

Who would you prefer to talk to for a long conversation?

> | would prefer to talk to

| would prefer to talk to ieFELEC g

Please provide a brief justification for your choice (a few words or a sentence)

Please enter here...

ACUTE-EVAL (Li et.al. 2019)



https://arxiv.org/pdf/1909.03087.pdf
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@ Conclusion Remarks

« N a N
Can you help me book a '/F,_A:gF;L» LU: Language | DST: Dialogue
5-star hotel on Sunday? o | Understanding State Tracking
‘ U ) N )
s N '
T .| NLG: Natural

DP: Dialogue

For h le? +— TTS i— i '
or how many people Language Policy Learning

———————— Generation
— N -




