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BERT: Bidirectional Encoder Representations

from Transformers

Idea: contextualized word representations 

ǁ Learn word vectors using long contexts 

using Transformer instead of LSTM

Devlin et al., ñBERT: Pre-training of Deep Bidirectional Transformers for Language Understandingò, in NAACL-HLT, 2019.
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BERT #1 ïMasked Language Model

Idea: language understanding is bidirectional while LM only uses left

or right context

http://jalammar.github.io/illustrated-bert/

Randomly mask 15% of tokens

Å Too little: expensive to train

Å Too much: not enough context

3



BERT #1 ïMasked Language Model

Devlin et al., ñBERT: Pre-training of Deep Bidirectional Transformers for Language Understandingò, in NAACL-HLT, 2019.
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BERT #2 ïNext Sentence Prediction

Idea: modeling relationship between sentences

ǁ QA, NLI etc. are based on understanding inter-sentence relationship

5ŜǾƭƛƴ Ŝǘ ŀƭΦΣ ά.9w¢Υ tǊŜ-ǘǊŀƛƴƛƴƎ ƻŦ 5ŜŜǇ .ƛŘƛǊŜŎǘƛƻƴŀƭ ¢ǊŀƴǎŦƻǊƳŜǊǎ ŦƻǊ [ŀƴƎǳŀƎŜ ¦ƴŘŜǊǎǘŀƴŘƛƴƎέΣ ƛƴ NAACL-HLT, 2019.
Devlin et al., ñBERT: Pre-training of Deep Bidirectional Transformers for Language Understandingò, in NAACL-HLT, 2019.
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BERT #2 ïNext Sentence Prediction

Idea: modeling relationship between sentences

http://jalammar.github.io/illustrated-bert/
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BERT ïInput Representation

Input embeddings contain

ǁ Word-level token embeddings

ǁ Sentence-level segment embeddings

ǁ Position embeddings

Devlin et al., ñBERT: Pre-training of Deep Bidirectional Transformers for Language Understandingò, in NAACL-HLT, 2019.
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BERT Training

Training data: Wikipedia + BookCorpus

2 BERT models

ǁ BERT-Base: 12-layer, 768-hidden, 12-head

ǁ BERT-Large: 24-layer, 1024-hidden, 16-head

http://jalammar.github.io/illustrated-bert/
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BERT Fine-Tuning for Understanding Tasks

Idea: simply learn a classifier/tagger built on the top layer for each 

target task 

Devlin et al., ñBERT: Pre-training of Deep Bidirectional Transformers for Language Understandingò, in NAACL-HLT, 2019.
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BERT Overview

http://jalammar.github.io/illustrated-bert/
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