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©® Language Modeling

® Goal: estimate the probability of a word sequence
P(wla'” awm)

® Example task: determinate whether a sequence is grammatical or makes more
sense

If P(recognize speech)

recognize speech > P(wreck a nice beach)
halne

wreck a nice beach Output = “recognize speech”



G Outline

@® Language Modeling
N-gram Language Model

®



© N-Gram Language Modeling

® Goal: estimate the probability of a word sequence

P(wla"' me)
@® N-gram language model
Probability is conditioned on a window of (n-1) previous words

P(’wh"' ;wm) = HP(’LU@ \ Wy, -+ ,w@'—l) ~ HP(UJ: | Wi—(n—1), """ , Wi—1)
i=1 i=1

Estimate the probability based on the training data

C (nice each) < Count of “nice beach”in the training data
P(beach|nice) =

C(nice) <~ Count of “nice” in the training data



©® N-Gram Language Modeling

@® Training data:
The dogran ......
The cat jumped ......

P(jumped | dog) =\G\ 0.0001
P(ran | cat) =% 0.0001

» The probability is not accurate.

give some small probability
—> smoothing

» The phenomenon happens because we cannot collect all the
possible text in the world as training data.
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@ Neural Language Modeling

@® |dea: estimate P(w; | wi—(n-1)," -+ ,w;—1) ot from count, but from NN prediction

P(“wreck a nice beach”) = P(wreck | START) P(a | wreck) P(nice | a) P(beach | nice)

P(next word is P(nextwordis  P(next word is
“wreck”) P(next word is “a”) “nice”) “beach”)
HHM 114 HHM HHM
Neural Neural Neural Neural
Network Network Network Network

¢ ¢ ¢ ¢

vector of “START” vector of “wreck”  vector of “a” vector of “nice”




Neural Language Modeling

g = softmax(W@a(WMz + p1)) 4+ W) g 4 p3))

i-th output = P(w; = i| context)
Probability distribution
of the next word

context vector




@ Neural Language Modeling

@® The input layer (or hidden layer) of the related words are close

h, 4
do% orabbit
o

cat

> h,

If P(jump | dog) is large, P(jump | cat) increase accordingly (even there is not
‘... catjump ...” in the data)
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@ Recurrent Neural Network

@® Idea: condition the neural network on all previous words and tie the weights at
each time step

® Assumption: temporal information matters



word prob dist

@ RNN Language Modeling

P(next word is P(next word is P(next word is P(next word is
“‘wreck”)

context vector

(1P t]

o e e =
S - i =

vector of “START” vector of “wreck” vector of “a” vector of “nice”

Idea: pass the information from the previous hidden layer to leverage all contexts




@ Recurrent Neural Network
sl R R KZAIRNN
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@ RNNLM Formulation

@® At each time step,

h; = J(Wht_1 + U:r:t) probability of the next word
1, = softmax(V hy) 1Tt 1
. Yt . . . """ l
P(xpr = wj | T, ,2) = Uiy v

vector of the current word
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€ Recurrent Neural Network Definition

St = O'(Wst—l T Uxt) J(-):tanh RelLU
0; = softmax(V s;) |
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@ Model Training

@® All model parameters § = {U, |74 W} can be updated by
0 — 0 — v C(6Y)

; Yiuq target
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y %.; predicted

1

] y

5 '

o] P K

(@) = O—>OT>Ot—>
Unfold

d T

x X

Yi
0



@ Outline

@®

@® Recurrent Neural Network

Training via Backpropagation through Time (BPTT)



® Backpropagation

Layerl -1

Layer |

Backward Pass

oL = J'(zL) ® VC(y)

sL—1 _ U/(ZL—I) ® (WL)T(SL

Forward Pass

at = o(z1)
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@ Backpropagation through Time (BPTT)

@® unfold
\'4 W V \% \4
ly e b L PRLE
UT Unfold TU v TU v TU v I VC(y)

|’ 5

Input: init, X;, X5, ..., X 00
Output: o, :
Target: y, oc

) |v %,
i, &c

init



@ Backpropagation through Time (BPTT)

@® Unfold
O
q w N
O:)' :> >0 W:O w >Q W
[

Unfold
of lo

Input: init, X;, Xy, ..., X; %o Iz

Output: o,
Target: y, I

X1
—

init



€@ Backpropagation through Time (BPTT)

@® Unfold
(O) O % Ot - “y

KCTD w :> W:V(T)st_, :‘%zw :Osm . I’ &
U —

T Unfold T W
U U
x X %

Input: init, X, X5, ..., X;
Output: o,
Target: y,
X1
init I



@ Backpropagation through Time (BPTT)

@® Unfold

UT Unfold TU b
Input: init, X, X,, ...,
Output: o,

Target: y,




@ Backpropagation through Time (BPTT)

@® unfold
O o, 0,
VT w VTS Y| VTS
D = "> 00— O
U TU TU TU

Input: init, X, X5, ..., X;
Output: o,
Target: y,

init Weights are tied together




€@ BPTT

Compute s;, S,, S3, Sy -.....
0 P Forc® = Forc®
Backward Pass: For C® # Eor

Y1 Yo Y4




@ Outline

@®

@® Recurrent Neural Network

Training Issue



€@ RNN Training Issue

@® The gradient is a product of Jacobian matrices, each associated with a step in
the forward computation

® Multiply the same matrix at each time step during backprop

The gradient becomes very small or very large quickly
—> vanishing or exploding gradient


http://www-dsi.ing.unifi.it/~paolo/ps/tnn-94-gradient.pdf
http://www.jmlr.org/proceedings/papers/v28/pascanu13.pdf

Rough Error Surface
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The error surface is either very flat or very steep



http://www-dsi.ing.unifi.it/~paolo/ps/tnn-94-gradient.pdf
http://www.jmlr.org/proceedings/papers/v28/pascanu13.pdf

(34 Vanishing/Exploding Gradient Example
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Solution for Exploding Gradient: Clipping

clipped gradient
TTTITILET

Idea: control the gradient value to avoid exploding

Algorithm 1 Pseudo-code for norm clipping
& G5
if ||g|| > threshold then

-~ threshold -
— S
R -
end if

Parameter setting: values from half to ten times
the average can still yield convergence


http://www.jmlr.org/proceedings/papers/v28/pascanu13.pdf

€@ Solution for Vanishing Gradient: Gating

® RNN models temporal sequence information
can handle “long-term dependencies” in theory

® ©® ®
TT(?T
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“I grew up in France...
| speak fluent Erench.”

>3 >

Issue: RNN cannot handle “long-term dependencies” due to vanishing gradient
f —> gating directly encodes long-distance information ‘



€ Extension: Bidirectional RNN

y | o ° ®
f / [ f hi = f(Wx[ +Vhi + B)
" A A A

A hu = f(WX, + Vi +b)
\ \ \.-; \ y, = gUlhsshi]+¢)



€@ Extension: Deep Bidirectional RNN

[ f /A f (i) S () =)

he = f(W k(‘l)+V hii+b

p—

h? e = f(W h(‘ l)+V()h§i)1+Z(l))
—=(L) «(L)
X y,=8Wlh: ;h: ]+c)



© RNN Applications
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@ How to Frame the Learning Problem?

@® The learning algorithm f is to map the input domain X into the output domain Y

f: X ->Y

@® Input domain: word, word sequence, audio signal, click logs
® Output domain: single label, sequence tags, tree structure, probability distribution
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(43 Input Domain — Sequence Modeling

@® |dea: aggregate the meaning from all words into a vector

® Method:
Basic combination: average, sum Nedim
Neural combination: |
Recursive neural network (RvNN) - [ )
Recurrent neural network (RNN) (this) 0.2 0.6 0.3 --- 0.4
lutional | network (CNN 5 ' .
Convolutional neural network (CNN) BE (00 08 0.1 ... 0.1
(specification) L ]
= i ]
(have) 0.1 0301 --- 0.7]
FE 0.5 0.0 0.6 -+ 0.4
(sincerity) * .
How to compute & = [z1 @3 3 -+ ax]’




@ Sentiment Analysis

@® Encode the sequential input into a vector using RNN

Output
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(46 Output Domain — Sequence Prediction

® POS Tagging

"HERSRKEMRNEE" — #HE/VV RE/PN SK/NR #FI/NN #/DEG EE/NN
@® Speech Recognition

‘.H» — REE

@® Machine Translation

“How are you doing today?” —» "{REFIE?"
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® POS Tagging

@® Tag a word at each timestamp
Input: word sequence
Output: corresponding POS tag sequence

W I
— O T’ O
o |
xt—l xt
& &



® Natural Language Understanding (NLU)

® Tag a word at each timestamp
Input: word sequence
Output: I0B-format slot tag and intent tag

.

(<START> just sent email to bob about fishing this weekend <END> |

C e ee b oo Lo L]

B-contact_name B-subject I-subjectl-subject send_email

- send_email(contact_name="bob”, subject="fishing this weekend”)
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@ Machine Translation

@® cCascade two RNNSs, one for encoding and one for decoding
Input: word sequences in the source language
Output: word sequences in the target language

waesome saucﬁ
Y1

/"> encoder

decoder

\ % i 125+ /




@ cChit-Chat Dialogue Modeling

@® cCascade two RNNSs, one for encoding and one for decoding
Input: word sequences in the question
Output: word sequences in the response

W 1 am fine <EQL>

L L

= s =

How are you <EOL>

Temporal ordering for input and output may be different




@ Sci-Fi Short Film - SUNSPRING

- SUNSPRING
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Unfold
St — U(WSt_l + U.ﬁCt) UT TU U U
X X g X, Xeel

o3 = softmax(V s¢)
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Vanishing/Exploding Gradient

® RNN Applications
Sequential Input: Sequence-Level Embedding
Sequential Output: Tagging / Seq2Seq (Encoder-Decoder)



