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Can you run it?



Source: https://huggingface.co/spaces/Vokturz/can-it-run-llm

https://huggingface.co/spaces/Vokturz/can-it-run-llm


Motivation


• Core Finding: Low Intrinsic Dimensionality in Language Models


• Significance of Intrinsic Dimensionality:


• Intrinsic dimensionality is a crucial metric that explains  
why large language models are efficiently fine-tunable with limited data.


• Broader Impact:


• Understanding intrinsic dimensionality could lead to  
more resource-efficient and effective ways to train and deploy language models.



Rank


Source: https://en.wikipedia.org/wiki/Rank_(linear_algebra)



Rank




Transformers

Umar Jamil – https://github.com/hkproj/pytorch-llama-notes

Transformer
(“Attention is all you need”)

LLaMA

Transformer vs LLaMA

Input

Embeddings

RMS Norm

Self-Attention (Grouped Multi-Query Attention) 
with KV Cache

Q VK Rotary 
Positional Encodings

RMS Norm

Feed Forward
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Lora

Source: https://huggingface.co/blog/4bit-transformers-bitsandbytes



Lora

Source: https://arxiv.org/pdf/2106.09685.pdf

• Original Parameter: W (d*d)


• Introduce two new metrics A (d, r) and B 
(r, d) 

• r is usually between 1 to 32



Benefits of Lora

Source: https://arxiv.org/pdf/2106.09685.pdf

• Less memory


• no gradients for pretrained weights


• Plug-and-Play Lora



Which Weight Metrics?

Source: https://arxiv.org/pdf/2106.09685.pdf



Optimal Rank?

Source: https://arxiv.org/pdf/2106.09685.pdf



PEFT Comparion on GPT-3

Source: https://arxiv.org/pdf/2106.09685.pdf



Lora

Source: https://huggingface.co/blog/4bit-transformers-bitsandbytes



Constraint of Lora

Source: https://arxiv.org/pdf/2106.09685.pdf

• Pretrained Weights still account for large 
memory space



Floats

Source: https://developer-blogs.nvidia.com/wp-content/uploads/2020/11/precision.png



Floats

Source: https://docs.nvidia.com/deeplearning/transformer-engine/user-guide/_images/
fp8_formats.png



QLora

Source: https://arxiv.org/pdf/2305.14314.pdf



QLora

Source: https://arxiv.org/pdf/2305.14314.pdf



QLora

Source: https://arxiv.org/pdf/2305.14314.pdf



QLora

Source: https://arxiv.org/pdf/2305.14314.pdf



Quantization

Source: https://arxiv.org/pdf/2305.14314.pdf



QLora

Source: https://arxiv.org/pdf/2305.14314.pdf



QLora


Source: https://arxiv.org/pdf/2305.14314.pdf



How to use (Q)Lora?






