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Language Empowering Intelligent Assistants

Apple Siri (2011) Google Now (2012)

Google Home (2016)

Microsoft Cortana

(2014)

Amazon Alexa/Echo (2014)

Google Assistant (2016)

Apple HomePod (2017) ChatGPT (2023)
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Why and When We Need?

“I want to chat”

“I have a question”

“I need to get this done”

“What should I do?”

Turing Test (talk like a human)

Information consumption

Task completion

Decision support

Social Chit-Chat

Task-Oriented 

Dialogues

• Is this course good to take?

• Book me the train ticket from Kaohsiung to Taipei

• Reserve a table at Din Tai Fung for 5 people, 7PM tonight

• Schedule a meeting with Vivian at 10:00 tomorrow

• What is today’s agenda?

• What does NLP stand for? 
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Two Branches of Conversational AI

Chit-Chat

Task-Oriented
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Task-Oriented Dialogue Systems (Young, 2000)

LU: Language 

Understanding 

DST: Dialogue 

State Tracking

DP: Dialogue 

Policy Learning

NLG: Natural 

Language 

Generation

For how many people?

ASR

TTS

Can you help me book a 

5-star hotel on Sunday?
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Why modular framework?

http://rsta.royalsocietypublishing.org/content/358/1769/1389.short


Language Understanding (LU)

DP

DST
Can you help me book a 

5-star hotel on Sunday?

Hotel_Book (
      star=5
      day=sunday )

NLG

LU: Language 

Understanding 
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Dialogue State Tracking

Hotel_Book (
      star=5
      day=sunday )

Hotel_Book (
      star=5
      day=sunday 
      people_num=2)

Can you help me book a 

5-star hotel on Sunday?

DPNLG

NLU
people_num=2

For two people, thanks!
DST: Dialogue 

State Tracking
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Dialogue Policy Learning

NLU DST

DP: Dialogue 

Policy Learning
NLG

Inform (
   hotel_name=B&B )

KB

Hotel_Book (
      star=5
      day=sunday 
      people_num=2)

Can you help me book a 

5-star hotel on Sunday?

For two people, thanks!

8

Access external knowledge



Natural Language Generation

NLU DST

DPI have book a hotel B&B for you.

Inform (
   hotel_name=B&B )NLG: Natural 

Language 

Generation

Can you help me book a 

5-star hotel on Sunday?

For two people, thanks!
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Modular Task-Oriented Dialogue Systems

Language Understanding10



Language Understanding (LU)

◉ NLU is a turn-level task that maps utterances to semantics frames. 

○ Input: raw user utterance

○ Output: semantic frame (e.g. speech-act, intent, slots)

DP

DSTFor two people, thanks!

people_num=2

NLG

LU: Language 

Understanding 
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1. Domain Identification
Requires Predefined Domain Ontology

find a good eating place for taiwanese food
User

Organized Domain Knowledge (Database)Intelligent 

Agent

Restaurant DB Taxi DB Movie DB

Classification!

12



2. Intent Detection
Requires Predefined Schema

find a good eating place for taiwanese food
User

Intelligent 

Agent

Restaurant DB

FIND_RESTAURANT

FIND_PRICE

FIND_TYPE

 :

Classification!
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3. Slot Filling
Requires Predefined Schema

find a good eating place for taiwanese food
User

Intelligent 

Agent

Restaurant DB

Restaurant Rating Type

Rest 1 good Taiwanese

Rest 2 bad Thai

: : :

FIND_RESTAURANT

rating=“good”

type=“taiwanese”

SELECT restaurant {

    rest.rating=“good”

    rest.type=“taiwanese”

}Semantic Frame Sequence Labeling

O   O B-rating O       O      O      B-type       O
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ht-1 ht+1ht
W W W W

taiwanese

B-type

U

food

U

please

U

V

O

V

O

V

hT+1

EOS

U

FIND_REST

V

Slot Filling Intent Prediction

Joint Semantic Frame Parsing

◉ Sequence-based (Hakkani-Tur+, 2016) ◉ Parallel-based (Liu and Lane, 2016)

Attention 

Mechanism

Intent-Slot 

Relationship

Sequence-based (Hakkani-Tur+, ‘16) X Δ (Implicit)

Parallel-based (Liu & Lane, ‘16) √ Δ (Implicit)

Slot-Gated Joint Model √ √ (Explicit)
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Slot-Gated Joint SLU (Goo+, 2018)

Slot   Attention

Intent     Attention 𝑦𝐼

Word 

Sequence
𝑥1 𝑥2 𝑥3 𝑥4

BLSTM

Slot 

Sequence
𝑦1
𝑆 𝑦2

𝑆 𝑦3
𝑆 𝑦4

𝑆

Word 

Sequence
𝑥1 𝑥2 𝑥3 𝑥4

BLSTM

Slot 

Gate

𝑊

𝑐𝐼

𝑣

+ ∙

tanh

∙

∑𝑔

𝑐𝑖
𝑆

Slot Gate 

𝑔 = ∑𝑣 ∙ tanh 𝑐𝑖
𝑆 +𝑊 ∙ 𝑐𝐼

Slot Prediction

𝑦𝑖
𝑆 = softmax 𝑊𝑆 ℎ𝑖 + 𝒈 ∙ 𝑐𝑖

𝑆 + 𝑏𝑆

𝒈 will be larger if slot and intent are better related
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LU Evaluation

◉ Metrics
○ Sub-sentence-level: domain/intent accuracy, slot F1

○ Sentence-level: whole frame accuracy

Utterance:    For           2             people        thanks

    Slot:      O    B-people            O                O

    Domain:  Hotel

      Intent:  Hotel_Book
⇒ Acc

⇒ Slot-F1
⇒ Frame Accuracy
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Modular Task-Oriented Dialogue Systems

Dialogue State Tracking18



Dialogue State Tracking (DST)

◉ DST is a dialogue-level task that maps partial dialogues into 

dialogue states.

○ Input: a dialogue / a turn with its previous state

○ Output: dialogue state  (e.g. slot-value pairs)

Hotel_Book (
      star=5
      day=sunday )

Hotel_Book (
      star=5
      day=sunday 
      people_num=2)

Can you help me book a 

5-star hotel on Sunday?

DPNLG

NLU
people_num=2

For two people, thanks!
DST: Dialogue 

State Tracking
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Handling Unknown Slot Values (Xu & Hu, 2018)

◉ Issue: fixed value sets in DST http://aclweb.org/anthology/P18-1134

<sys> would  you  like   some  Thai food

Attention 

Dist.

<usr>   I    prefer  Italian  one
<food>

“Italian”

other

dontcare
none

Italian

Pointer networks for generating unknown values

20



TripPy: Handling OOV & Rare Values (Heck+, 2020)21



DST Evaluation

◉ Metric
○ Tracked state accuracy with respect to user goal

○  Recall/Precision/F-measure individual slots

Input Dialogue: 

USER: Can you help me book a 5-

star hotel on Sunday?

SYSTEM: For how many people?

USER: For two people, thanks!

Output Dialogue State: 

Hotel_Book (star=5, day=sunday)

Hotel_Book (star=5, day=sunday, 

people_num=2)

⇒ Slot Acc / 

    Joint Acc

22



Modular Task-Oriented Dialogue Systems

Dialogue Policy Learning23



Dialogue Policy Learning

◉ DP decides the system action for interacting with users based on 

dialogue states. 

○ Input: dialogue state + KB results

○ Output: system action (speech-act + slot-value pairs)

24

NLU DST

DP: Dialogue 

Policy Learning
NLG

Inform (
   hotel_name=B&B )

KB

Hotel_Book (
      star=5
      day=sunday 
      people_num=2)

Can you help me book a 

5-star hotel on Sunday?

For two people, thanks!



Supervised vs. Reinforcement

◉ Supervised 

◉ Reinforcement
……

Say “Hi”

Say “Good bye”

Learning from teacher

Learning from critics

Hello☺ ……

“Hello”

“Bye bye”

……. …….

OXX???

!

Bad

25



Dialogue Policy Optimization

◉ Dialogue management in a RL framework

U s e r

Reward R Observation OAction A

Environment

Agent

Natural Language Generation Language Understanding

Dialogue Manager

Select the best action that maximizes the future reward

26



Neural Dialogue Manager (Li et al., 2017)

◉ Deep Q-network for training dialogue policy
○ Input: current semantic frame observation, database returned results

○ Output: system action
Semantic Frame

request_movie

genre=action, date=this weekend

System 

Action/Policy

request_location

DQN-based 

Dialogue 

Management 

(DM)
Simulated User

Backend 
DB

https://arxiv.org/abs/1703.01008
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E2E Task-Completion Bot (TC-Bot) (Li et al., 2017)

Idea: SL for each component and RL for end-to-end training the neural dialogue system

wi

<slot>

wi+1

O

EOS

<intent>

wi

<slot>

wi+1

O

EOS

<intent>

Knowledge 
Database

Neural 
Dialogue 
System

User Model

User Simulation

Dialogue Policy

Natural Language
w0 w1 w2

NLG
EOS

User Goal

wi

<slot>

wi+1

O

EOS

<intent>

LU

𝑠𝑡

DST

𝑠1 𝑠2 𝑠𝑛

𝑎1 𝑎2 𝑎𝑘

……

…

Dialogue Policy Learning

Are there any action 

movies to see this 

weekend?

request_location

28

https://arxiv.org/abs/1703.01008


Dialogue Policy Evaluation

◉ Metrics
○ Turn-level evaluation: system action accuracy

○ Dialogue-level evaluation: task success rate, reward

29

Dialogue State:

Hotel_Book ( star=5, day=sunday, people_num=2 )

KB State:

rest1=B&B

 

System Action: 

inform ( hotel_name=B&B )



Modular Task-Oriented Dialogue Systems

Natural Language Generation30



Natural Language Generation

◉ NLG is to map system actions to natural language responses.

○ Input: system speech-act + slot-value (optional)

○ Output: natural language response

31

NLU DST

DPI have book a hotel B&B for you.

Inform (
   hotel_name=B&B )NLG: Natural 

Language 

Generation

Can you help me book a 

5-star hotel on Sunday?

For two people, thanks!



Fine-Tuning Pre-Trained GPT-2

◉ Fine-tuning for conditional generation

32

Pre-trained models have better capability of generating fluent sentences



NLG Evaluation

◉ Automatic metrics

◉ Human evaluation

33

System Action 

inform(name=B&B)

System Response

I have book a hotel B&B for you.



LLMs for Conversational AI



Task-Oriented Dialogue Systems (Young, 2000)

LU: Language 

Understanding 

DST: Dialogue 

State Tracking

DP: Dialogue 

Policy Learning

NLG: Natural 

Language 

Generation

For how many people?

ASR

TTS

Can you help me book a 

5-star hotel on Sunday?

35

LLMs

Do LLMs work?

http://rsta.royalsocietypublishing.org/content/358/1769/1389.short


自導自演36

幫我訂台北一零一上面的餐廳，我周末想帶全家去吃飯慶祝

當然，我可以幫您訂位。請問您想在周末的哪一天用餐？以及您需要多少個座位？還有特別的
需求或偏好嗎？例如，您想要特定類型的菜式或是需要特殊安排？請提供更多細節，我將努力
為您訂到合適的餐廳位子。

我想在周六晚上7點，四人，無其他特殊要求。

好的，我明白了。我將幫您訂位於台北101上面的餐廳，周六晚上7點，四個座位。請稍等片刻
，讓我查看餐廳的可用性。

（一段時間後）

抱歉，似乎在台北101上面的餐廳目前並無可用的座位。是否可以考慮其他時間或地點，或者
我可以嘗試另一家餐廳的預訂？

Accessing external tools is necessary



Task-Oriented Dialogue Systems (Young, 2000)

LU: Language 

Understanding 

DST: Dialogue 

State Tracking

DP: Dialogue 

Policy Learning

NLG: Natural 

Language 

Generation

For how many people?

ASR

TTS

Can you help me book a 

5-star hotel on Sunday?
Understanding

37

Replying

KB

http://rsta.royalsocietypublishing.org/content/358/1769/1389.short


Language Models for Dialogues

LaMDA (Thoppilan et al., 2022)38



LaMDA: Language Models for Dialog Applications 
(Thoppilan et al., 2022)

◉ Pre-training: multiple public dialogue data (1.56T words)
○ Input: conversation history

○ Output: a current utterance

39

User: What do you think of Jolin Tsai’s concert?

LaMDA: It’s awesome, and I really love her songs and dancing. Her 

albums have incorporated various social issues and inspired many people.

Did you know Jolin is the best-selling Taiwanese female recording artist 

since 2000 and received eight Golden Melody Awards.

Thoppilan, Romal, Daniel De Freitas, Jamie Hall, Noam Shazeer, Apoorv Kulshreshtha, Heng-Tze Cheng, Alicia Jin et al. "LaMDA: 

Language models for dialog applications." arXiv preprint arXiv:2201.08239 (2022).



LaMDA: Language Models for Dialog Applications

◉ Pre-training: multiple public dialogue data (1.56T words)

◉ Fine-tuning: Quality and Safety scores

○ Using one model for both generation and discrimination enables an efficient 

combined generate-and-discriminate procedure.

40

“What’s up?  RESPONSE  not much.   SENSIBLE  1” 

“What’s up?  RESPONSE  not much.   INTERESTING  0” 

“What’s up?  RESPONSE  not much.   UNSAFE  0”

[sentinel][context] [response] [attribute-name] [rating]

Thoppilan, Romal, Daniel De Freitas, Jamie Hall, Noam Shazeer, Apoorv Kulshreshtha, Heng-Tze Cheng, Alicia Jin et al. "LaMDA: 

Language models for dialog applications." arXiv preprint arXiv:2201.08239 (2022).



LaMDA: Language Models for Dialog Applications

◉ Pre-training: multiple public dialogue data (1.56T words)
○ Input: conversation history

○ Output: a current utterance

41

User: What do you think of Jolin Tsai’s concert?

LaMDA: It’s awesome, and I really love her songs and dancing. Her 

albums have incorporated various social issues and inspired many people.

Did you know Jolin is the best-selling Taiwanese female recording artist 

since 2000 and received eight Golden Melody Awards.
Did you know Jolin is the best-selling Taiwanese female recording artist 

since 2000 and received eight Golden Melody Awards.

This basic model sometimes generates factually incorrect claims

Thoppilan, Romal, Daniel De Freitas, Jamie Hall, Noam Shazeer, Apoorv Kulshreshtha, Heng-Tze Cheng, Alicia Jin et al. "LaMDA: 

Language models for dialog applications." arXiv preprint arXiv:2201.08239 (2022).



LaMDA: Language Models for Dialog Applications

◉ Idea: teach LaMDA to use a search engine to validate or fix its claims

○ LaMDA-Base: original pre-trained one

○ LaMDA-Research: decide if using external tools and formulate the query

○ Tool Set (TS): external tools
■ Calculator: “135+7721”→ “7856”

■ Translator: “hello in French” → “Bonjour”

■ IR system: “How old is Rafael Nadal?” → “Rafael Nadal / Age / 35”

42

LaMDA-Base LaMDA-Research Tool Set 

(Search Engine)

LaMDA



LaMDA Goundedness

◉ Idea: teach LaMDA to use a search engine to validate or fix its claims

43

LaMDA-Base LaMDA-Research Tool Set 

(Search Engine)

LaMDA

User→Base: When was the Eiffel Tower built?



LaMDA Goundedness

◉ Idea: teach LaMDA to use a search engine to validate or fix its claims

44

LaMDA-Base LaMDA-Research Tool Set 

(Search Engine)

LaMDA

User→Base: When was the Eiffel Tower built?

Base→Research: It was constructed in 1887.



LaMDA Goundedness

◉ Idea: teach LaMDA to use a search engine to validate or fix its claims

45

LaMDA-Base LaMDA-Research Tool Set 

(Search Engine)

LaMDA

User→Base: When was the Eiffel Tower built?

Base→Research: It was constructed in 1887.

Research→TS: Eiffel Tower construction date



LaMDA Goundedness

◉ Idea: teach LaMDA to use a search engine to validate or fix its claims

46

LaMDA-Base LaMDA-Research Tool Set 

(Search Engine)

LaMDA

User→Base: When was the Eiffel Tower built?

Base→Research: It was constructed in 1887.

Research→TS: Eiffel Tower construction date

TS→Research: 15 essential things to know about the Eiffel Tower | The Eiffel Tower was built in record time: 2 

years, 2 months and 5 days. From late January 1887 to March 31, 1889. … | https://www.toureiffel.paris 



LaMDA Goundedness

◉ Idea: teach LaMDA to use a search engine to validate or fix its claims

47

LaMDA-Base LaMDA-Research Tool Set 

(Search Engine)

LaMDA

User→Base: When was the Eiffel Tower built?

Base→Research: It was constructed in 1887.

Research→TS: Eiffel Tower construction date

TS→Research: 15 essential things to know about the Eiffel Tower | The Eiffel Tower was built in record time: 2 

years, 2 months and 5 days. From late January 1887 to March 31, 1889. … | https://www.toureiffel.paris 

Research→User: Work started on it in January 1887 and it was opened in March 1889.



LaMDA Goundedness48

“When was the Eiffel Tower built?”

LaMDA to user: Hi, how can I help you 

today? <EOS> […] user to LaMDA: 

When was the Eiffel Tower built? 

<EOS>

:

TS to LaMDA-Research: Eiffel Tower / 

construction started: 28 January 1887 

<EOS>

:

TS to LaMDA-Research: Eiffel Tower / 

date opened 31 March 1889 <EOS>

:

LaMDA-Base to LaMDA-Research: It 

was constructed in 1887. <EOS>

LaMDA-Base It was constructed in 1887.

LaMDA-Research
TS, Eiffel Tower 

construction date

LaMDA-Research
TS, Eiffel Tower complete 

when

LaMDA-Research
User, Work started on it in January 1887, 

and it was opened in March 1889.

TS
Eiffel Tower / construction started: 

28 January 1887

TS
Eiffel Tower / date opened: 31 

March 1889



LaMDA: Language Models for Dialog Applications

◉ Fine-tuning for external knowledge via a tool set (TS)
○ Calculator: “135+7721”→ “7856”

○ Translator: “hello in French” → “Bonjour”

○ IR system: “How old is Rafael Nadal?” → “Rafael Nadal / Age / 35”

◉ 40K dialog turns (generative data) are labeled ‘correct’ or ‘incorrect’ for 

the ranking task (discriminative data)

49

context + base → “TS, Rafael Nadal’s age”

• snippet: “He is 31 years old right now” + “Rafael Nadal / Age / 35”

context + base + query + snippet → “User, He is 35 years old right now”

context + base + query + snippet → “TS, Rafael Nadal’s favorite song”

LaMDA incorporated ideas about retrieval-augmented generation (RAG), 

tool use, and factual alignment



Seq2Seq for Dialogues

BlenderBot
(Roller+, 2020; Chen+, 2021; Kurt+, 2022)50



BlenderBot: Blending skills (Roller et al., 2020)

◉ Pre-training: 1.5B conversations (model sizes: 90M, 2.7B, 9.4B)

◉ Fine-tuning: BST (Blending skill talk) data
○ Personality (PersonaChat)

○ Knowledge (Wizard of Wikipedia)

○ Empathy (Empathetic Dialogues)

○ Blending all three (BST)

◉ Generation strategy: retrieval and refine

51

Roller, Stephen, Emily Dinan, Naman Goyal, Da Ju, Mary Williamson, Yinhan Liu, Jing Xu et al. "Recipes for building an open-domain chatbot." arXiv 

preprint arXiv:2004.13637 (2020).

Bidirectional Encoder Autoregressive Decoder

Thank you inviting me to your party . <sep> I am happy to have you …

I am glad that you can join this event … </s>

……

<s>  I am glad that you can join this event …

……

retrieved response / knowledge



BlenderBot 2.0 (Chen et al., 2021)

◉ Idea: incorporate internet search & long-term memory

52

Moya Chen, Douwe Kiela, Mojtaba Komeili, Spencer Poff, Stephen Roller, Kurt Shuster, Arthur Szlam, Jason Weston, Jing Xu, Blog post, 2021.



BlenderBot 2.0 (Chen et al., 2021)

◉ Idea: incorporate internet search & long-term memory
○ Internet search (Wizard of the Internet)

○ Long-term memory (Multi-Session Chat)

53

Moya Chen, Douwe Kiela, Mojtaba Komeili, Spencer Poff, Stephen Roller, Kurt Shuster, Arthur Szlam, Jason Weston, Jing Xu, Blog post, 2021.

https://parl.ai/projects/sea
https://parl.ai/projects/msc


BlenderBot 2.0 (Chen et al., 2021)54

Moya Chen, Douwe Kiela, Mojtaba Komeili, Spencer Poff, Stephen Roller, Kurt Shuster, Arthur Szlam, Jason Weston, Jing Xu, Blog post, 2021.



BlenderBot 2.0 (Chen et al., 2021)

◉ Safety improvement: learning to generate an unsafe token after 

generating the response on the BAD dataset

55

Moya Chen, Douwe Kiela, Mojtaba Komeili, Spencer Poff, Stephen Roller, Kurt Shuster, Arthur Szlam, Jason Weston, Jing Xu, Blog post, 2021.

Bidirectional Encoder Autoregressive Decoder

Thank you inviting me to your party . …

f*** you </s> _POTENTIALLY_UNSAFE_

……

<s>  f*** you

……

BlenderBot 2.0 incorporated ideas about retrieval-augmented generation 

(RAG) and safety alignment

https://parl.ai/projects/safety_recipes


BlenderBot 3.0 (Kurt et al., 2022)56

◉ Training techniques

1. SeeKeR (Search-engine→Knowledge→Response) 

iteratively generates: 

 a search query

 a knowledge sequence

 a final response

Kurt Shuster, Jing Xu, Mojtaba Komeili, Da Ju, Eric Michael Smith, Stephen Roller, Megan Ung, Moya Chen, Kushal Arora, Joshua Lane, Morteza 

Behrooz, William Ngan, Spencer Poff, Naman Goyal, Arthur Szlam, Y-Lan Boureau, Melanie Kambadur, and Jason Weston, Blog post, 2022.



BlenderBot 3.0 (Kurt et al., 2022)57

Kurt Shuster, Jing Xu, Mojtaba Komeili, Da Ju, Eric Michael Smith, Stephen Roller, Megan Ung, Moya Chen, Kushal Arora, Joshua Lane, Morteza 

Behrooz, William Ngan, Spencer Poff, Naman Goyal, Arthur Szlam, Y-Lan Boureau, Melanie Kambadur, and Jason Weston, Blog post, 2022.

◉ Training techniques

2. Director: learn to avoid generating 

undesirable sequences 
○ contradiction

○ repetition (next token: “sports”)

○ toxicity (next token: “you”)



BlenderBot 3.0 (Kurt et al., 2022)58

◉ Idea: improving via real interactions with feedback

Kurt Shuster, Jing Xu, Mojtaba Komeili, Da Ju, Eric Michael Smith, Stephen Roller, Megan Ung, Moya Chen, Kushal Arora, Joshua Lane, Morteza 

Behrooz, William Ngan, Spencer Poff, Naman Goyal, Arthur Szlam, Y-Lan Boureau, Melanie Kambadur, and Jason Weston, Blog post, 2022.



WebGPT (Nakano et al., 2021)59



WebGPT (Nakano et al., 2021)

1. Supervised fine-tuning via collected demonstration

60

a question in ELI5

a human-written answer with references

fine-tuning GPT-3

Which has more words, the Harry Potter series or The Lord 

of the Rings?

The Harry Potter series contains more words than the Lord 

of the Rings trilogy. Including The Hobbit, the entire Lord of 

the Rings series contains 576,459 words[2]. In comparison, 

the Harry Potter series contains 1,084,170 words[1].

demonstration 

:

:

:

1.How Many Words are in Harry Potter? – Word Counter (wordcounter.io)

2.How many words does the novel The Lord of the Rings by J.R.R. Tolkien 

contain? | The Lord of the Rings: The Fellowship of the Ring Questions | Q & A 

| GradeSaver (www.gradesaver.com)

a question in ELI5

a human-written answer with references

https://www.gradesaver.com/the-lord-of-the-rings-the-fellowship-of-the-ring/q-and-a/how-many-words-does-the-novel-the-lord-of-the-rings-by-jrr-tolkien-contain-116463
https://wordcounter.io/blog/how-many-words-are-in-harry-potter/


Knowledge-Grounded GPT-3

◉ Idea: knowledge grounding using a search engine

61



Token Continuation for Search Engine

1) Query generation

2) Click the reference document

62

OpenAI CEO的最新動向如何？

[SEARCH] OpenAI CEO latest news [END]

[CLICK] 1 [END]

Supervised learning



Learning to Generate Query63



WebGPT (Nakano et al., 2021)

2. Reward model training

64

a human-labeled ranking

reward model training

a question in ELI5

paired model outputs

Which has more words, the Harry Potter 

series or The Lord of the Rings?

The Lord of the Rings …A

The Lord of the Rings …B

AB >



WebGPT (Nakano et al., 2021)

3. Reinforcement learning via PPO

65

generation policy update via PPO

output reward estimation

a question

a model output

How to learn deep learning?

You have to learn programming first…



Truthfulness Evaluation

◉ TruthfulQA data

66



Qualitative Study67



WebGPT Action Set68

How to learn the action usage without human demonstration?



Toolformer (Schick et al., 2023)69

LMs Can Teach Themselves to Use Tools



Step 1. GPT Prompting to Generate Tool-Use Data70

Input: 台北房價最高的區域是大安區。

Output: 台北房價最高的區域是 [QA(“台北哪

一行政區房價平均單價最高？”)] 。



Step 2. Keep Verified Data for Fine-Tuning71

台北房價最高的區域是 [QA(“台北哪一行政區房價平均單價最高？”)]。

台北房價最高的區域是

台北哪一行政區房價平
均單價最高？

LLM

QA Tool

大安區

大安區

大安區



Toolformer Performance

◉ Tool set: QA, WikiSearch, Calculator, Calendar, MT

72

Task: complete a short statement with a 

missing fact (e.g., a date or a place)



More External Tools for GPT

Recent Trends73



GPT Store74



ChatGPT Plugins75

Human should explicitly mention the tasks



Commonsense-Inferred Recommendation

◉ Goal: users interact in high-level descriptions and the agent learns 

how to plan dialogues

76

Idea: utilize implicit intents to bridge a high-level description and task-specific bots

→ Plan-and-Execute in LLM Agents 

User High-Level Intention Utterance Implicit Tasks/Intents

AirlineBot

HotelBot

I want to plan a trip to SF.

Sure. I want to fly on ….

EVA Airline Bot can book a flight ticket for you. Do you want to set the travel dates?

Agoda Bot can reserve a room for you. Do you want to specify your preference?

Here are the flights: …

Oh, yes. I want 5-star for 2 people.

Here are the 5-star hotels with available rooms: …

Flight Ticket Booking; Room Reservation

Hui-Chi Kuo and Yun-Nung Chen, “Zero-Shot Prompting for Implicit Intent Prediction and Recommendation with Commonsense 

Reasoning,” in Findings of the Association for Computational Linguistics: ACL 2023 (ACL Findings), 2023.



Current Recommendation Systems77

Machine-based marketing sometimes interrupts user experience



Salesperson: Discover Business Potential

◉ Human salesperson is capable of

○ mining business-related intentions from customers via chatting

○ smoothly promoting the related product through conversations

chatting

promoting

business potential

78



Two Types of Dialogue Systems

◉ Open-Domain Chatting ◉ Task-Oriented

Today is a sunny day. It’s great 

to go on a picnic.

How may I help you? Are you 

interested in listening some songs?

79

Issue: most prior work focused on only one type of dialogue systems



SalesBot: Social to Task-Oriented (Chiu+, 2022)

Simulated User Simulated Salesperson
My son is 2 and a half. He is handful, but I love him so much.

No, I don’t. I work too much to have time for one. How about you?

I work at a library. It’s a lot of fun, and I get to meet lots of interesting people.

I like to read a lot. I also like to go to the movies.  What about yourself?

That’s adorable. I have a 2-year-old son and he’s the same way. Do you have any pets?

I work a lot too. I’m a stay at home mom. What do you do for work?

Are you interested in watching any movie?

That sounds like a fun job. I bet you meet some interesting people at the library. What else do you like to do?

I’m looking for a movie to watch. A regular showing would be fine.

I’m in San Francisco, please look for movies there.

Where are you located?

There are [COUNT] movies you can watch. What do you think of [MOVIE_NAME]?
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Such data can allow us to train a conversational agent with a salesperson’s capability
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SalesBot: Social to Task-Oriented (Chiu+, 2022)

◉ Motivation: no existing data with the property

◉ Approach: simulate the scenarios to generate unlimited data

Open-Domain 

BlenderBot

Open-Domain 

BlenderBot

Open-Domain Dialogue Generation

Task-Oriented Dialogue (TOD) Generation

TOD User 

BlenderBot

TOD Sales 

BlenderBot

How to bridge two types of dialogues?

Ssu Chiu, Maolin Li, Yen-Ting Lin, and Yun-Nung Chen, "SalesBot: Transitioning from Chit-Chat to Task-Oriented Dialogues," 

in Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (ACL), 2022.
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SalesBot: Social to Task-Oriented (Chiu+, 2022)

◉ Challenges

 When to switch to the task-oriented dialogue system?

     → Task-Oriented (Implicit) Intent Detection

 How to smoothly switch from chit-chat to task-oriented dialogues?

     → Transition Turn Generation

Open-Domain 

Dialogue 

Generation

Task-Oriented 

Dialogue (TOD) 

Generation

Chit-Chat to Task-Oriented Transition

Task-Oriented 

Intent Detection

Yes
Transition Turn 

Generation

No

Ssu Chiu, Maolin Li, Yen-Ting Lin, and Yun-Nung Chen, "SalesBot: Transitioning from Chit-Chat to Task-Oriented Dialogues," 

in Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (ACL), 2022.
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Task-Oriented (Implicit) Intent Detector

◉ Goal: identify if the user is likely to have task-related intents

Issue: no data with annotated implicit intents

I want to check some 

landmarks in Paris.

Explicit

FINDATTRACTIONS

I never visit France, but I 

heard that it’s a good place.

Implicit

FINDATTRACTIONS

Ssu Chiu, Maolin Li, Yen-Ting Lin, and Yun-Nung Chen, "SalesBot: Transitioning from Chit-Chat to Task-Oriented Dialogues," 

in Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (ACL), 2022.
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Zero-Shot Intent Detector

◉ Idea: leverage QA system’s capability

I never visit France, but I heard 

that it is a good place.

…Context

Question (FINDATTRACTIONS)

Does the user want to travel there?

YesQA Model

Intent-associated questions are naively generated from their descriptions

intent description: find attractions to visit

Ssu Chiu, Maolin Li, Yen-Ting Lin, and Yun-Nung Chen, "SalesBot: Transitioning from Chit-Chat to Task-Oriented Dialogues," 

in Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (ACL), 2022.
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SalesBot: Social to Task-Oriented

◉ Challenges

 When to switch to the task-oriented dialogue system?

     → Task-Oriented (Implicit) Intent Detection

 How to smoothly switch from chit-chat to task-oriented dialogues?

     → Transition Turn Generation

Open-Domain 

Dialogue 

Generation

Task-Oriented 

Dialogue (TOD) 

Generation

Chit-Chat to Task-Oriented Transition

Task-Oriented 

Intent Detection

Yes
Transition Turn 

Generation

No

Ssu Chiu, Maolin Li, Yen-Ting Lin, and Yun-Nung Chen, "SalesBot: Transitioning from Chit-Chat to Task-Oriented Dialogues," 

in Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (ACL), 2022.
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Transition Turn Generation

◉ Generative-based Generation:
○ Training data: OTTers (Source Topic → Transition → Target Topic)

Entity Path: outside - garden – flower

User A Source Topic: I spend a lot of time outside. (Source Topic)

User B Transition: I like the outdoors as well, especially gardening. It destresses me.

 Target Topic: I enjoy relaxing and getting flowers.

Entity Path: engagement - marriage - child

User A Source Topic: I think I am getting engaged soon.

User B Transition: I have two children from a previous marriage

 Target Topic: My children are my life.

Entity Path: seafood - Swedish fish – candy

User A Source Topic: I like seafood a lot.

User B Transition: Since you like seafood, is Swedish fish a candy that you might enjoy?

 Target Topic: I have no self control when it comes to candy.

User A User B

OTTers: One-turn Topic Transitions for Open-Domain Dialogue, ACL2021
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SalesBot Simulation Framework

Chit-Chat to Task-Oriented Transition

Task-Oriented 

Intent Detection

Y Transition Turn 

Generation

N

TOD Generation

TOD User 

BlenderBot

TOD Sales 

BlenderBotOpen-Domain 

BlenderBot

Open-Domain 

BlenderBot

Open-Domain 

Dialogue Generation

Contribution: simulate unlimited dialogues transitioning from chit-chat to task-oriented

Ssu Chiu, Maolin Li, Yen-Ting Lin, and Yun-Nung Chen, "SalesBot: Transitioning from Chit-Chat to Task-Oriented Dialogues," 

in Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (ACL), 2022.
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Can we further improve the dialogue quality?



Idea: LLMs for Scalability88

Simulated User Simulated Salesperson
My son is 2 and a half. He is handful, but I love him so much.

No, I don’t. I work too much to have time for one. How about you?

I work at a library. It’s a lot of fun, and I get to meet lots of interesting people.

I like to read a lot. I also like to go to the movies.  What about yourself?

That’s adorable. I have a 2-year-old son and he’s the same way. Do you have any pets?

I work a lot too. I’m a stay at home mom. What do you do for work?

Are you interested in watching any movie?

That sounds like a fun job. I bet you meet some interesting people at the library. What else do you like to do?

I’m looking for a movie to watch. A regular showing would be fine.

I’m in San Francisco, please look for movies there.

Where are you located?

There are [COUNT] movies you can watch. What do you think of [MOVIE_NAME]?
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Simulated User Simulated Salesperson
My son is 2 and a half. He is handful, but I love him so much.

No, I don’t. I work too much to have time for one. How about you?

I work at a library. It’s a lot of fun, and I get to meet lots of interesting people.

I like to read a lot. I also like to go to the movies.  What about yourself?

That’s adorable. I have a 2-year-old son and he’s the same way. Do you have any pets?

I work a lot too. I’m a stay at home mom. What do you do for work?

Are you interested in watching any movie?

That sounds like a fun job. I bet you meet some interesting people at the library. What else do you like to do?

I’m looking for a movie to watch. A regular showing would be fine.

I’m in San Francisco, please look for movies there.

Where are you located?

There are [COUNT] movies you can watch. What do you think of [MOVIE_NAME]?

Idea: LLMs for Scalability89

My son is 2 and a half. He is handful, but I love him so much.

No, I don’t. I work too much to have time for one. How about you?

I work at a library. It’s a lot of fun, and I get to meet lots of interesting people.

I like to read a lot. I also like to go to the movies.  What about yourself?

That’s adorable. I have a 2-year-old son and he’s the same way. Do you have any pets?

I work a lot too. I’m a stay at home mom. What do you do for work?

That sounds like a fun job. I bet you meet some interesting people at the library. What else do you like to do?
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Expanding topics for great coverage via LLM rewriting



Simulated User Simulated Salesperson
My son is 2 and a half. He is handful, but I love him so much.

No, I don’t. I work too much to have time for one. How about you?

I work at a library. It’s a lot of fun, and I get to meet lots of interesting people.

I like to read a lot. I also like to go to the movies.  What about yourself?

That’s adorable. I have a 2-year-old son and he’s the same way. Do you have any pets?

I work a lot too. I’m a stay at home mom. What do you do for work?

Are you interested in watching any movie?

That sounds like a fun job. I bet you meet some interesting people at the library. What else do you like to do?

I’m looking for a movie to watch. A regular showing would be fine.

I’m in San Francisco, please look for movies there.

Where are you located?

There are [COUNT] movies you can watch. What do you think of [MOVIE_NAME]?

Idea: LLMs for Scalability90

I like to read a lot. I also like to go to the movies.  What about yourself?

Are you interested in watching any movie?

T
ra

n
s
itio

n

Increasing #turns for smooth transition via LLM rewriting



U: Yes, we grew up together. We are both going to U of 

Michigan this fall.

A: That's awesome! I'm hoping to start my own business soon. 

What do you do for a living?

U: I work at a grocery store. What kind of business are you 

looking to start? I hope it works out for you.

A: I'm thinking of starting a sports bar. I love sports and I think 

it would be a great place to start.

U: Yes, we grew up together. We are both going to U of Michigan 

this fall.

A: That's great! What are you planning to study at U of Michigan?

U: I haven't decided yet, but I'm leaning towards psychology. How 

about you?

A: I actually graduated a few years ago, but now I'm thinking of 

starting my own business. I want to open a sports bar.

Chit-Chat 

Dialogue 

Revision

FINDRESTAURANT
Potential Intent 

Detection

1. 

2. 

U: That sounds exciting. Are you a big sports fan?

A: Definitely! Watching sports is one of my favorite pastimes. 

Speaking of which, have you visited any good sports bars around 

here yet

U: No, I haven't had a chance to check any out yet. Do you have 

any recommendations?

A: Definitely, there's a great place down the street called The 

Game Day Grill. They have amazing wings and a huge selection 

of beers on tap. You should definitely check it out sometime.

Dialogue Continuation3. 

Triggered TOD Intent

Transition 

Boundary 

Detector

4. 

U: Yes, we grew up together. …

…

U: That sounds exciting. …

A: Definitely! …

U: No, I haven't had a chance to check any 

out yet. Do you have any recommendations?

A: Definitely, there's a great place …

HasIntent?

Suggest?

SalesBot 1.0

SalesBot 2.0Additional 

Annotations

SalesBot 2.0: LLM Rewriting (Chang & Chen, 2023)91

Wen-Yu Chang and Yun-Nung Chen, "SalesBot 2.0: A Human-Like Intent-Guided Chit-Chat Dataset," in arXiv:2308.14266, 2023.



SalesBot 2.0: LLM Rewriting (Chang & Chen, 2023)

U: Yes, we grew up together. We are both going to U of Michigan this fall.

A: That's awesome! I'm hoping to start my own business soon. What do you do for a living?

U: I work at a grocery store. What kind of business are you looking to start? I hope it works out for you.

A: I'm thinking of starting a sports bar. I love sports and I think it would be a great place to start.

SalesBot 1.0

U: Yes, we grew up together. We are both going to U of Michigan this fall.

A: That's great! What are you planning to study at U of Michigan?

U: I haven't decided yet, but I'm leaning towards psychology. How about you?

A: I actually graduated a few years ago, but now I'm thinking of starting my own business. I want to 

open a sports bar.

Chit-Chat Dialogue Revision1. 

FINDRESTAURANT

Potential Intent Detection

Triggered TOD Intent

2. 

92

Dialogue revision improves naturalness and expand the topic coverage

Intent detection improves the TOD triggering capability



SalesBot 2.0: LLM Rewriting (Chang & Chen, 2023)

U: Yes, we grew up together. We are both going to U of Michigan this fall.

A: That's great! What are you planning to study at U of Michigan?

U: I haven't decided yet, but I'm leaning towards psychology. How about you?

A: I actually graduated a few years ago, but now I'm thinking of starting my own business. I want to 

open a sports bar.

Dialogue Continuation3. 

U: That sounds exciting. Are you a big sports fan?

A: Definitely! Watching sports is one of my favorite pastimes. Speaking of which, have you visited any 

good sports bars around here yet?

U: No, I haven't had a chance to check any out yet. Do you have any recommendations?

A: Definitely, there's a great place down the street called The Game Day Grill. They have amazing 

wings and a huge selection of beers on tap. You should definitely check it out sometime.

93

Dialogue continuation focuses on smoothly transitioning to the topic



SalesBot 2.0: LLM Rewriting (Chang & Chen, 2023)

U: Yes, we grew up together. We are both going to U of Michigan this fall.

A: That's great! What are you planning to study at U of Michigan?

U: I haven't decided yet, but I'm leaning towards psychology. How about you?

A: I actually graduated a few years ago, but now I'm thinking of starting my own business. I want to 

open a sports bar.

U: That sounds exciting. Are you a big sports fan?

A: Definitely! Watching sports is one of my favorite pastimes. Speaking of which, have you visited any 

good sports bars around here yet?

U: No, I haven't had a chance to check any out yet. Do you have any recommendations?

A: Definitely, there's a great place down the street called The Game Day Grill. They have amazing 

wings and a huge selection of beers on tap. You should definitely check it out sometime.

4. Transition Boundary Detector

HasIntent? Transitioning is suitable

Suggest? Transitioning is reasonable but more aggressive

Additional 

Annotations

94

Transition boundary detector avoids diverging topics and finds timing to TOD



SalesBot 1.0 vs. SalesBot 2.0 (Chang & Chen, 2023)

Simulated User Simulated Salesperson

Thank you. It was a long time ago, but I still miss her. What do you do for a living?

I work at the zoo. It’s a lot of fun, and I get to spend time with my family.

Thank you. It was a long time ago, but I still miss her deeply.

That’s great to hear. I work at the zoo, and it’s a fun job that allows me to support my family.

I am a stay at home mom. It is very rewarding. How about you?

What about your family?

That sounds like a really cool job. What kind of animals do you work with at the zoo?

I’m sorry for your loss. It sounds like she was very important to you. 

As for me, I’m also fortunate to have a family that I get to spend a lot of time with.

Mostly primates, but there are also elephants, lions, and bears.

Not really, I’ve been so focused on work and family lately that I haven’t had much time to go out and explore.

Wow, that must be exciting to work with such a variety of animals. 

Have you had the chance to explore the tourist attractions in the area?

S
a
le

s
B

o
t 
1
.0

FINDATTRACTION

FINDATTRACTION

S
a

le
s
B

o
t 
2

.0
95



CoT LoRA Tuning for SalesBot 2.0 (demo)96

http://140.112.29.239:5173/chat/


CoT for Understanding & Policy97

LU: Language 

Understanding 

DST: Dialogue 

State Tracking

DP: Dialogue 

Policy Learning

NLG: Natural 

Language 

Generation

For how many people?

ASR

TTS

Can you help me book a 

5-star hotel on Sunday?
Understanding

Replying



CoT for Understanding & Policy98

Understanding Policy



Conversation Evaluation99



Automatic Evaluation

◉ Perplexity ⇒ how likely the model is to generate the gold response

◉ N-gram overlapping ⇒ BLEU etc. 

◉ Slot error rate ⇒ whether the given slots are mentioned

◉ Distinct N-grams ⇒ response diversity 

100

Model

Response
Do you have any other 

plans this weekend? 

Gold Response
What do you do in the 

coming days?  

Scorer Score



Human Evaluation Likert 

◉ Judges are asked to give ratings 0-5 according to “Humanness, 

Fluency and Coherence”

101

Model

Response
Do you have any other 

plans this weekend? 

Dialogue History
I could teach a few 

classes this weekend and 

I don’t know what to do 

Human 
Evaluator

Likert:
Humanness

Fluency 

Coherency



Human Evaluation Dynamic Likert

◉ Human judge interacts with the model and give ratings 0-5 

according to “Humanness, Fluency and Coherence”

102

Model

Human 
Evaluator

Likert:
Humanness

Fluency 

Coherency

Model
Human 

Evaluator

Human 
Evaluator

ACUTE-EVAL (Li et.al. 2019) 

After 

conversation

https://arxiv.org/pdf/1909.03087.pdf


Human Evaluation A/B

◉ Judges are asked to choose the best one according to “Humanness, 

Fluency and Coherence”

103

Model A

Response
Do you have any 

other plans this 

weekend? 

Response
I don’t know

Human 
Evaluator

A / B Testing
Humanness

Fluency 

CoherencyModel B
Human

Dialogue History



Human Evaluation A/B Dynamic

◉ Judges interacts with two systems and 

chooses which is better according to 

“Humanness, Fluency and Coherence”

    ➔ dialogue-level evaluation 

104

ACUTE-EVAL (Li et.al. 2019) 

https://arxiv.org/pdf/1909.03087.pdf


LLM-Eval (Lin & Chen, 2023)

◉ LLM has a reasonable capability of evaluating 

dialogue responses

105

Yen-Ting Lin and Yun-Nung Chen, “LLM-EVAL: Unified Multi-Dimensional Automatic Evaluation for Open-Domain Conversations 

with Large Language Models,” in Proceedings of NLP for Conversational AI Workshop (NLP4ConvAI), 2023.LLM-Eval better correlates with human-judged scores than all existing metrics



LLM-Eval (Lin & Chen, 2023)

◉ LLM-Eval works good on both single-turn & multi-turn evaluation

106

Idea: LLM-Eval scores can be the proxy of human evaluation

Yen-Ting Lin and Yun-Nung Chen, “LLM-EVAL: Unified Multi-Dimensional Automatic Evaluation for Open-Domain Conversations 

with Large Language Models,” in Proceedings of NLP for Conversational AI Workshop (NLP4ConvAI), 2023.



Concluding Remarks107

LU: Language 

Understanding 

DST: Dialogue 

State Tracking

DP: Dialogue 

Policy Learning

NLG: Natural 

Language 

Generation

For how many people?

ASR

TTS

Can you help me book a 

5-star hotel on Sunday?

KB

Understanding

Replying



Concluding Remarks

◉ Modular dialogue system

◉ LLMs for Conversational AI – External Tool Usage (RAG, LM Agent)
○ LaMDA

○ BlenderBot

○ WebGPT: learn from human’s steps

○ Toolformer: learn from the generated data

◉ Recent Trends
○ Commonsense-Inferred Recommendation

○ SalesBot: Chit-Chat to Task-Oriented

◉ Conversation Evaluation
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