Applied Deep Learning

Prompt-Based Learning

November 9th, 2023 http://adl.miulab.tw
=]

illlllintly - National
Taiwan
I} | niversie

BEI=EKRS


http://adl.miulab.tw/
https://people.cs.umass.edu/~miyyer/cs685/slides/prompt_learning.pdf
https://speech.ee.ntu.edu.tw/~hylee/ml/ml2022-course-data/PLM.pdf

© Wwide Usage of PLMs (Han et al., 2021)

@® Increasing usage of PLMs
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© Three Types of Model Pre-Training

® Encoder

Bidirectional context
Examples: BERT and its variants

® Decoder

Language modeling; better for generation
Example: GPT, GPT-2, GPT-3

® Encoder-Decoder

Sequence-to-sequence model
Examples: Transformer, BART, T5



© Three Types of Model Pre-Training

® Encoder

Bidirectional context
Examples: BERT and its variants




© BERT Variants

® Improvements to the BERT pretraining:
RoBERTa: mainly train BERT on more data and longer
SpanBERT: masking contiguous spans of words makes a harder, more useful
pretraining task

It’s bly irr##  esitt# sti## bly
f t

BERT SpanBERT

[MASK] irr##  esit## stittt [MASK] good It"  [MASK] [MASK] [MASK] [MASK] good



© Need of Decoder

@® Generation tasks
BERT and other pretrained encoders don’t naturally lead to autoregressive (1-word-
at-a-time) generation methods

make / brew / craft goes to make tasty tea
Pretrained Encoder Pretrained Decoder

Vivian goes to [MASK] tasty tea Vivian goes make  tasty tea



@ Three Types of Model Pre-Training

ninininlm @® Decoder

M Language modeling; better for generation
Example: GPT, GPT-2, GPT-3




e GPT: Generative Pretrained Transformer
(Radford et al., 2018)

@ Transformer decoder
Pre-trained on BooksCorpus (~7000 books; 5GB)

Transformer decoder with 12 layers
768-dim hidden states, 3072-dim feed-forward hidden layers
BPE with 40,000 merges

goes to make tasty tea

bttt

Pretrained Decoder

Vivian goes make tasty tea

Radford, Alec, Karthik Narasimhan, Tim Salimans, and llya Sutskever. "Improving language understanding by generative pre-training.” (2018).



e GPT: Generative Pretrained Transformer
(Radford et al., 2018)

@® Transformer decoder

Supervised fine-tuning for the target tasks
Next word prediction is kept during fine-tuning
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@ GPT-2 (Radford et al., 2019)

® Transformer decoder

Pre-trained on more data
WebText from Raddit (40GB)

Good for NLG

Context (WebText test)

Outfit 1: Typical

This pairing was the first outfit 1 thought of when 1 bought the shoes.

It's like a summer version of this

Jake Grantham outfit; in fact, my shoes are close to the colors of his Nike Racers! Instead of a heavy Harris Tweed
jacket and denim shirt, I'm wearing a cotton DB jacket and and a linen shirt. Both fabrics (in these colors) are an
absolute must for summer, as they go with both dark and and light pants! As you can see, they pair wonderfully
with the dark jeans and shoes. It's a pseudo menswear/prep outfit.

Overall, this is a very casual outfit which is why 1 paired my sneakers with it. I'm not about wearing a
full wool suit with sneakers (as GQ shows a lot) but I'm definitely open to keeping things casual, like this cotton
DB. Casual fabrics are key to pulling off your sneakers in a dressed down menswear outfit. I'd even suggest to
wear these sneakers with a khaki chino suit or a white linen suit. Just be sure to ditch the tie or wear a tee or polo;

wearing a tie with sneakers is a bit too much

Small model completion

Qutfit 2: High End

This outfit was just in the eye of the storm. It's a
hybrid of what ASICS does with streetwear (like J. Crew)
and what J. Crew does with casual pieces that are a bit
more traditional. Again, as | mentioned before, it’s a low
budget item and they can be very expensive. These will
definitely be an issue if you're trying to work as a casual
sneakermaker, and that’s OK but don’t hesitate if you
want to try the lower price versions of their outfits!

This version features a very low cut-cut neckline
(which is not a bad thing), slightly longer legs, and a pair
of long legs to keep things nice. My preferred color of
color these items are blue-gray (which is my first colors,
as they are a light white), or black (which is my favorite
of my designs). As always. my pick of colors from this
store have nothing to do with that other than the de-
sign. For a high end, | would recommend this to everyone!

Qutfit 3: High Light

This was a “high light” look while I had a chance
to get some color. I think the color is based on

GPT-2 completion
for me!

Outfit 2: Casual Jacket

I know that some people might be opposed to wearing
sneakers in a turtleneck, but I wanted to be true to myself,
so | went with a slim fitting turtleneck in a color more
similar to my favorite color of the day. Overall, it's a
classic turtleneck, with nothing too flashy. I did swap my
shoes for these ASICS Tiger Killshots and I wish I hadn’t
did that. The shoe itself is very comfortable, however,
I found that wearing them in these sneakers made my
feet look a bit larger. I'd wear them with denim, chinos,
whatever, but would never recommend wearing them
alone. There are just too many variables involved.

Outfit 3: Dress

This is the final outfit I wore the ASICS Tiger
Killshots. This version of the ASICS is a much more
modern and streamlined version. The shoe has the most
modern and minimal design that I can think of! With a lot
of black, these sneakers look very cool. They'll definitely
be very comfortable for summer.

To me, wearing them with a suit is the easiest way
to have a good pair of sneaker shoes. That’s pretty much
it! If

Radford, Alec, Jeffrey Wu, Rewon Child, David Luan, Dario Amodei, and llya Sutskever. "Language models are unsupervised multitask learners.*

OpenAl blog 1, no. 8 (2019): 9.




@ GPT-3 (Brown et al., 2020)

® Transformer decoder
Pre-trained on more data (45TB)

Quantity Weight in Epochs elapsed when

Dataset (tokens)  training mix training for 300B tokens
Common Crawl (filtered) 410 billion 60% 0.44
WebText2 19 billion 22% 2.9
Booksl1 12 billion 8% 1.9
Books2 55 billion 8% 0.43
Wikipedia 3 billion 3% 3.4

Common Crawl: web data over 8 years (metadata & text with filtering)

WebText2: web pages from all outbound Reddit links from posts with 3+ upvotes
Books1 & Books2: internet-based books corpora

Wikipedia: English pages

Brown, Tom, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared D. Kaplan, Prafulla Dhariwal, Arvind Neelakantan et al. "Language models are few-
shot learners." Advances in neural information processing systems 33 (2020): 1877-1901.



(12, OpenAl GPT Paradigm

#Parameters Pre-Trained Data
GPT (Radford et al., 2018) 0.117 B 5GB
GPT-2 (Radford et al., 2019) 1.5B 40GB
GPT-3 (Brown et al., 2020) 175 B 45TB
GPT-4 (OpenAl, 2023) ? ?




@ Three Types of Model Pre-Training

o ® Encoder-Decoder

Sequence-to-sequence model
Examples: Transformer, BART, T5




@ Encoder-Decoder Pre-Training

@® The encoder portion benefits from bidirectional context; the decoder
portion is used to train the whole model through language modeling.
@® Pre-training objective: span corruption (denoising)
implemented in preprocessing
similar to language modeling at the decoder side

Thank you ferinviting me to your party fast week




@) Denoising for Pre-Training

Thank you ferinviting me to your party last week

® BART: output the whole sentence (Lewis et al., 2019)

Thank you for inviting me to your party last week </s>

t t 4
Bldlrectlonal Encoder - Autoregressive Decoder
RN bt t 1
Thankyou __ me to your party __ week <s> Thank you for inviting me to your party last week

® T5: output the missing parts (Raffel et al., 2020)

<X> for inviting <Y> last <Z> </s>

L S 4 4
B|d|rect|onal Encoder - Autoregressive D(icoder
RN bt t 1

Thank you <X> me to your party <Y> week <s> <X> for inviting <Y> last <Z>



@ Fine-Tuning for Classification

® BART: repeat input in decoder (Lewis et al., 2019)

label
?
Bidirectional Encoder - Autoregressive Decoder
totot ot N
A B C D E <s>A B C D E

@ T5: treat it as a seg2seq task (Raffel et al., 2020)

label

?
Bidirectional Encoder - Autoregressive Decoder
ttot ot t
A B C D E <s>



Q Diverse Noises in BART
(AcC._E.) (DE.ABGC.) (c.DE.AB)

Token Masking  Sentence Permutation Document Rotation

U
(Aac.e. )y (aBc.DE.) <I (A_.D_E.)

Token Deletion Text Infilling

Model SQuAD 1.1 MNLI ELI5 XSum ConvAI2 CNN/DM
F1 Acc PPL PPL PPL PPL

BERT Base (Devlin et al., 2019) 88.5 84.3 - - - -

BART Base

w/ Token Masking 90.4 84.1 25.05 7.08 11.73 6.10

w/ Token Deletion 90.4 84.1 24.61 6.90 11.46 5.87

w/ Text Infilling 90.8 84.0 24.26 6.61 11.05 5.83

w/ Document Rotation 77.2 753 53.69 17.14 19.87 10.59

w/ Sentence Shuffling 85.4 81.5 4187 10.93 16.67 7.89

w/ Text Infilling + Sentence Shuffling 90.8 83.8 24.17 6.62 11.12 541




@ Effectiveness of Denoising in T5

YooY, -
- Language model Prefix LM
%DC}D x?_ ng gy'\ y?_ ‘ XZ x:} yT yZ *
ioon 00000 an
5 00000 ()
[e]
2 CO000 0
X, X, X3 X, X1 % X3 Y Y, X1 % X3 Yy Y,
Architecture Objective  Params Cost GLUE CNNDM SQuAD SGLUE EnDe EnFr EnRo
% Encoder-decoder  Denoising 2P M 83.28 19.24 80.88 71.36 26.98 39.82 27.65
Enc-dec, shared Denoising P M 82.81 18.78 80.63 70.73 26.72 39.03 27.46
Enc-dec, 6 layers Denoising P M/2 80.88 18.97 77.59 68.42 26.38 38.40 26.95
Language model  Denoising P M 74.70 17.93 61.14 55.02 25.09 35.28 25.86
Prefix LM Denoising P M 81.82 18.61 78.94 68.11 26.43 37.98 27.39
Encoder-decoder LM 2P M 79.56 18.59 76.02 64.29 26.27 39.17 26.86
Enc-dec, shared LM P M 79.60 18.13 76.35 63.50 26.62 39.17  27.05
Enc-dec, 6 layers LM P M/2  T78.67 18.26 75.32 64.06 26.13 38.42  26.89
Language model LM P M 73.78 17.54 53.81 56.51 25.23 34.31  25.38
Prefix LM LM P M 79.68 17.84 76.87 64.86 26.28 37.51 26.76




@ T5: Text-to-Text Transfer Transformer

® Multi-task pre-training: learning multiple tasks via seq2seq

["translate English to German: That is good."

[ "cola sentence: The

"Das ist gut."]
course is jumping well."

"not acceptable"]

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county."




€ BARTvs.T5

@ Differences
Training data size: BART > T5 (about 2x)
Model size:

BART-large: 12 encoder, 12 decoder, 1024 hidden
T5-base: 12encoder, 12decoder, 768 hidden, 220M parameters (2x BERT-base)

T5-large: 24encoder, 24decoder, 1024hidden, 770M parameters
Position encoding: learnable absolute position (BART) & relative position (T5)

® Understanding performance

SQuUAD MNLI SST QQP ONLI STS-B RTE MRPC CoLA
BART 88.8/94.6 89.9/90.1 96.6 92.5 94.9 91.2 87.2 90.4 62.8
T5 86.7/93.8 89.9/89.6 96.3 89.9 94.8 89.9 87.0 89.9 61.2
@® Generation performance (summarization)
CNN/DailyMail ROUGE-1 ROUGE-2 ROUGE-3
BART 45.14 21.28 37.25

T5 42.50 20.68 39.75




(21 Fine-Tuning on Pretrained LMs

@® (Standard) fine-tuning: use the pre-trained LMs for initialization and

tuning the parameters for a downstream task

System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE  Average
392k 363k 108k 67k 8.5k 5.7k 3.5k 2.5k -
Pre-OpenAl SOTA 80.6/80.1 66.1 82.3 93.2 35.0 81.0 86.0 61.7 74.0
BiLSTM+ELMo+Attn 76.4/76.1 64.8 79.8 90.4 36.0 73.3 84.9 56.8 71.0
OpenAl GPT 82.1/81.4 70.3 87.4 91.3 454 30.0 82.3 56.0 75.1
BERTgASE 84.6/83.4 71.2 90.5 93.5 52.1 85.8 88.9 66.4 79.6
BERTLARGE 86.7/85.9 721 92.7 94.9 60.5 86.5 89.3 70.1 82.1




@ Issue 1: Data Scarcity

® Downstream annotated data may not be large

Task MNLI QQP ONLI  SST-2 CoLA STS-B MRPC RTE
Size 391K 363K 108K 67K 8.5K 5.7K 3.5K 2.5K

—> More practical cases are few-shot, one-shot or even zero-shot settings



(23 Fine-Tuning vs. In-Context Learning

Pre-Training & Fine-Tuning Pre-Training & In-Context Learning
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@ GPT-3 “In-Context” Learning
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@ GPT-3 “In-Context” Learning

@® Zero-Shot

@® One-Shot

@® Few-Shot

Translate

cheese =>

Translate

sea otter

cheese =>

Translate

sea otter

peppermint => menthe poivrée

plush girafe => girafe peluche

cheese =>

English to French:

English to French:

=> loutre de mer

English to French:

=> loutre de mer

task description

prompt

task description

example

prompt

task description

examples

prompt

Traditional Fine-Tuning

sea otter => loutre de mer

peppermint => menthe poivrée

plush giraffe => girafe peluche

cheese =>

example #

example #2

example #

prompt



€@ Benchmark 42 NLU Tasks

o Aggregate Performance Across Benchmarks

—e— Few Shot
—e— One Shot
80 —e— Zero Shot

(o)}
o

Accuracy

0
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€@ NLU Performance in SuperGLUE

SuperGLUE Score

SuperGLUE Performance

H —8— Zero-shot
9o Human
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@ NLG Performance

® Human identify if the article is generated

control (86%)
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@ NLG Performance

® Using a new word in a sentence (few-shot)

A "whatpu" is a small, furry animal native to Tanzania. An example of a sentence that uses
the word whatpu is:
We were traveling in Africa and we saw these very cute whatpus.

To do a "farduddle" means to jump up and down really fast. An example of a sentence that uses
the word farduddle is:

One day when I was playing tag with my little sister, she got really excited and she
started doing these crazy farduddles.

A "yalubalu" is a type of vegetable that looks like a big pumpkin. An example of a sentence
that uses the word yalubalu is:

I was on a trip to Africa and I tried this yalubalu vegetable that was grown in a garden
there. It was delicious.

A "Burringo" is a car with very fast acceleration. An example of a sentence that uses the
word Burringo is:
In our garage we have a Burringo that my father drives to work every day.

A "Gigamuru" is a type of Japanese musical instrument. An example of a sentence that uses the
word Gigamuru is:
I have a Gigamuru that my uncle gave me as a gift. I love to play it at home.




Issue 2: Large-Scale PLMs

® PLMs are larger and larger

Model

ELMo

BERT Base
BERT Large
GPT-3 Small
GPT-3 Medium
GPT-3 Large
GPT-3 XL
GPT-32.7B
GPT-36.7B
GPT-3 13B
GPT-3 175B (“GPT-3")

#Params
93M
110M
340M
125M
350M
760M
1.3B
2.7B
6.7B
13B
175.0B

#Layers
2 (BILSTM)
12
24
12
24
24
24
32
32
40
96

Model Size (in billions of parameters)

1000

100

[
o

0.1

0.01

GPT-3 >
(175B) - o—
Megatron-LM o )
(8.3B) "4' Turing-NLG
o7 (17.2B)
P\ T5
; (11B)
'/ GPT-2
(1.5B)
®
; 3 BERT-Large
3 (340Mm)
ELMo
(94M)
2018 2019 2020 2021

Megatron-Turir
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2022
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€ Better Performance from Larger Models

@® Language understanding performance (Ahmet & Abdullah, 2021)
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€ Better Performance from Large Models

@® More types of data for pre-training = diverse capability

Large-scale Large-scale High-Performance
Corpora Parameters Computing Cluster

B
P

Q: Who was president of the United States in 18017
A: Thomas Jefferson was president of the United
States in 1801.

How many eyes does a giraffe have?
A: Agiraffe has two eyes.

Q: If I have a marble and a paper clip in a box, puta
pencil in the box, and remove the marble, what is left?
A: Apaper clip.

How many legs does a frog have?
A frog has four legs.

»0

Q: What city is in the northwest corner of Ohio?
A: Toledo is in the northwest corner of Ohio.

Q: If I have two shoes in a box, put a pencil in the
box, and remove one shoe, what is left?

Q: Are there any animals with three legs? Az Ashoe.
Q: Who won the World Series in 20217 A:  No, there are no animals with three legs.
A:  The New York Yankees won the World Series in

: Q: [Ifl put a pencil in a box, then put another pencil
2021.

in the box, what is in the box?

Q: Why don't animals have three legs?
A Az Two pencils

Animals don't have three legs because they
Q: How many Super Bowls do the Cincinnati would fall over.
Bengals win in the 2030s?

Q: Then if | take out a pencil and put in a frog, what
A:  The Cincinnati Bengals win two Super Bowls in i

in the box?
A Afrog

What is the problem of large PLMs?




€ Training Cost of Large PLMs

Total Compute Used During Training

10000

1000

100

10

Training Petaflop/s-days




€ Training Cost of Large PLMs

Training compute (FLOPs) of milestone Machine Learning systems over time
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€@ Training Cost of Large PLMs

Training compute (FLOPs) of milestone Machine Learning systems over time

n=102
1e+25
@ @
i E "
w Megatron-Turing NLG 5308
1e+24 | o " 3 S
c T ﬁ&her -
= AlphaGo Zero A PT-3 {758, Jurassic-1-J
g 8A\pha@m MastorA A\phaStarA Meta seud.u LateSRGNA
1e+23 > &
=l 2 AlphaZeroAl Mool & EE i@ 5
—_— o © o Em, -——" rdi6an X&@ CogView(Q)
(/)] @ - == ? s hom PTL-6BQ -
2o | § | = e T
=
- T
(@] A\phaazfﬂéé'ﬁ (CIFAR10)O BigGAN-deep 512x512801 5 (ALBERT- sargel -
— i MnasNet-AfineSSELAB() T EM. 2008
i 1e+21 brawsQ 8 numkscubeg% 202210
~ Open 2ygc 2.0 LARGE
Y AAIphaGo Fan W ner. AQLar. La’geo L 'DLRWV% (o]
IMPALAQ)
e KEPLER
5 1e+20 MoEQ) PRASREISE &’ AlphaFoldO) )
Q Xception() P ms based lessNAS
E (QMSRA (C, PREIRgepSpeech2 ija froage L gectﬁg{e‘)rmer\cca\ attention (NesT-B)QO
- ResNet 152 (Ma‘geNe( GPT
(o) 1e+19 oS@W@q,’ | o = TransformerQ) © AlphaX-1Q
Q L " DLRM:-! 20200
- Decoupled weight désaysdipgiasizalign(@ntO
searc oag eNet / Inception
D s owraﬂgE,O’HNN h(@GoogLeNet / InceptionV1
e+
.E QAlexNet OV‘Suahzw@(ENNﬁ
-~
'a -7 ’OMHOSIS Part-of-sentence tagging model
1 e+1 7 e Named Entity Renogngmn mode)
oy QKNS5 LM + RNN 400/10 (WSJ) P
l- - QWord2Vac (large)
-7 -
-
1e+16 —
- Dmpoul (MN\ST)
ORNN’Sue/ﬁ) +RT08 L MROBYNIST)
-
-

1e+15 =

L
(Feedforward NN

1e+14 D6-layer MLP (MNIST)

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022
Publication date
Sevilla et al., “Compute Trends Across Three Eras of Machine Learning,” in arXiv:2202.05924, 2022.



@ Large Space Requirement

@® Each task requires a copy of a large model

|

PLM
(11B params)

|

A 4

Task A Model
(11B params)

A 4

Task B Model
(11B params)

Y

)

Task C Model
(11B params)




@ Practical Issues of PLMs

1) Data scarcity

2) Large PLMs

Higher training cost
Larger space requirement

-> Solution: Prompt-Based Learning



¢ Prompt-Based Learning

Leveraging big pre-trained models



@ GPT-3 “In-Context” Learning

@® Zero-Shot

@® One-Shot

@® Few-Shot

Translate

cheese =>

Translate

sea otter

cheese =>

Translate

sea otter

peppermint => menthe poivrée

plush girafe => girafe peluche

cheese =>

English to French:

English to French:

=> loutre de mer

English to French:

=> loutre de mer

task description

prompt (F&7R)

task description

example

prompt

task description

examples

prompt

natural language instruction and/or
a few task demonstrations



(40 Prompt-Tuning

contradiction

Pre-Trained LM

*

[CLS] Vivian likes dancing. [SEP] Vivian loves singing. [SEP] >>> neutral
[CLS] The vacation is coming soon. [SEP] The vacation was over. [SEP] >>> contradiction
[CLS] I am going to have dinner. [SEP] | am going to eat something. [SEP] >>> entailment

[CLS] | like strawberries. [SEP] | hate strawberries. [SEP] >>>

—



@ Prompt-Tuning

Pre-Trained LM

*

[CLS] Vivian likes dancing. Is it true that Vivian loves singing? [SEP] >>> maybe
[CLS] The vacation is coming soon. Is it true that the vacation was over? [SEP] >>> no
[CLS] | am going to have dinner. Is it true that | am going to eat something? [SEP] >>> yes

[CLS] I like strawberries. Is it true that | hate strawberries? [SEP] >>>

—



(42 Prompt-Tuning

@ Idea: convert data into natural language prompts
- better for few-shot, one-shot, or zero-shot cases

[ 3. Verbalizer ]

Pre-Trained LM [ 2. PLM ]

A

Premise? [MASK], Hypothesis [1. Prompt template ]




@® Prompt-Tuning

1. Prompt template: manually designed natural language input for a task

NLI sample datapoint

Premise Vivian is Jolin’s fans

. "y : - [CLS] Vivian is Jolin’s fans? [MASK], Vivian loves Jolin.
Hypothesis  Vivian loves Jolin.

Label 0 ‘

0: “entailment”

1: “neutral”
2: “contradiction” [ prompt template ]

__________________________________




@ Prompt-Tuning

2. PLM: perform language modeling (masked LM or auto-regressive LM)

Pre-Trained LM

A

Premise? [MASK], Hypothesis




@® Prompt-Tuning

3. Verbalizer: mapping from the vocabulary to labels

1.
O]T.Z

0: “entailment” yes
1: “neutral” m) maybe

softmax
2: “contradiction” no

$'
ﬁ ]
A o

agAew

Aanuyep [

Aiqeqoud

adou -



(45 Prompt-Tuning

@® Fine-tuning PLMs based on few annotated data samples
No parameter tuning when zero-shot settings

[ 3. Verbalizer ]

Pre-Trained LM [ 2. PLM ]

A

Premise? [MASK], Hypothesis [1. Prompt template ]




@ Prompt-Tuning

® Prompt-tuning is better under data scarcity (Le and Rush, 2021) due to

It better leverages pre-trained knowledge
Pre-trained knowledge can be kept

BoolQ CB COPA
0.85 s H ——
— " ! 0.80
0.90 i
0.80 — 0.75
> I|I % ) 0.80 ' ﬁ >0.70 = classifier run %
@ 0.75 J = B EE @ prompting advantage =
g | 5 E 0.70 i..u. g 0.65 prompting run 5
® 070 - l o g ® region of comparison ]
. | « classifier run 7] classifier run 3 0.60 =
| prompting advantage 0.60 prompting advantage
0.65 prompting run prompting run 0.55
| region of comparison 0.50 region of comparison ———
1 0.50
1] 2000 4000 6000 8000 25 50 5 100 125 150 175 200 0 50 100 150 200 250 300 350
training points training peints training points
MNLI MNLI (data points in log scale) ) 075 MultiRC
0.90 ——— 0.90 — :
i o0
0.80 0.80 |
b 18 o065 g
> 0.70 m  >070 i e b
N 20U / 12 o
d g ¢ 12 &os0 ]
goeo | % g 060 lg o r :
@ o ® o o
0.50 = classifier run & 0.50 s = classifier run i 055 « classifier run w
' prompting advantage il prompting advantage L prompting advantage
040 prompting run 0.40 prompting run 0.50 prompting run
: region of comparison region of comparison ‘l region of comparison
0 50000 100000150000 200000250000 300000350000 400000 10 32 100 320 1000 3200 10000 32000100000392702 0 200 400 600 800
training points training points (log scale) training points



@ L M-BFF: Better Few-shot Fine-tuning of Language Models
(Gao et al., 2021)

@® |dea: prompt + demonstration for few-shot learning

MLM | | great (label:positive)
head (label:negative) v/
Label mapping M ()

[ [CLS] No reason to watch . It was [MASK]).

Input it Template —

® template generation (Ffnde oo grear vt

| A pleasure to watch. <x> great <y>} -1 Decode

[<S:> This is [MASK].|
|<Sl>A [MASK] one.‘

Training examples for label:positive

N
|N0 reason to watch. <x> terrible <y> |--

[This junk. <x> terrible <y>}--------1 - Generated templates
Fine-tune and
Training examples for label:negative evaluate

positive: great, negatwe terrible @A [MASK] one.

Label mapping M (Y Best template



@ L M-BFF: Better Few-shot Fine-tuning of Language Models
(Gao et al., 2021)

® Performance with RoBERTa-Large

SST-2 SST-5 MR CR MPQA Subj TREC CoLA
(acc) (acc) (acc) (acc) (acc) (acc) (acc) (Matt.)
Majority 50.9 23.1 50.0 50.0 50.0 50.0 18.8 0.0
Prompt-based zero-shot 83.6 35.0 80.8 79.5 67.6 51.4 32.0 2.0
“GPT-3” in-context learning 84.8 (1.3) 30.6(0.9) 80.5(1.7) 87.4(0.8) 63.8(2.1) 536(1.0) 262(24) -1.5(24)
Fine-tuning 81.4(3.8) 439(2.0) 76.9(5.9 75.8(3.2) 72.0(3.8) 90.8(1.8) 88.8(2.1) 33.9(14.3)
Prompt-based FT (man) 92.7(0.9) 474(25) 87.0(1.2) 90.3(1.0) 84.7(2.2) 91.2(1.1) 84.8(5.1) 9.3(7.3)
+ demonstrations 926(0.5) 50.6(1.4) B86.6(2.2) 90.2(1.2) 87.0(1.1) 923(0.8) 87.5(3.2) 18.7(8.8)
Prompt-based FT (auto) 923(1.0) 49.2(1.6) 855(2.8) 89.0(1.4) 858(1.9) 91.2(1.1) 88.2(2.00 14.0(14.1)
+ demonstrations 93.0 (0.6) 49.5(L.7) 87.7(1.4) 91.0(0.9) 86.5(2.6) 91.4(1.8) 894(L.7) 21.8(15.9)
Fine-tuning (full)f 95.0 58.7 90.8 89.4 87.8 97.0 97.4 62.6
MNLI  MNLI-mm SNLI QNLI RTE MRPC QQpP STS-B
(acc) (acc) (acc) (acc) (acc) (F1) (F1) (Pear.)
Majority' 32.7 33.0 33.8 49.5 52.7 81.2 0.0 -
Prompt-based zero-shot? 50.8 51.7 49.5 50.8 51.3 61.9 49.7 -3.2
“GPT-3” in-context learning 52.0 (0.7) 53.4(0.6) 47.1(0.6) 53.8(0.4) 60.4(1.4) 457(6.0) 36.1(5.2) 143(2.8)
Fine-tuning 458 (6.4) 47.8(6.8) 484(4.8) 60.2(6.5) 544(3.9) 76.6(2.5) 60.7(43) 535(8.5)
Prompt-based FT (man) 68.3(2.3) 705(1.9) 772037 6454.2) 69.1(3.6) 745(53) 655(53) 71.0(7.0)
+ demonstrations 707 (1.3) 72.0(1.2) 79.7(1.5) 69.2(1.9) 68.7(2.3) 77.8(2.0) 69.8(1.8) 73.5(5.1)
Prompt-based FT (auto) 68.3(2.5) 70.1(26) 77.1(2.1) 68374 73922 76223 67.03.00 750(3.3)
+ demonstrations 70.0 (3.6) 72.0(3.1) 77.5(3.5) 68.5(5.4) 71.1(53) 781(3.4) 67.7(5.8) 764(6.2)

Fine-tuning (full) 89.8 89.5 92.6 93.3 80.9 91.4 81.7 91.9




€ Issues of Discrete/Hard Prompts

@ Difficulty of manually designing prompts
Prompts that humans consider reasonable is not necessarily effective for
LMs (Liu et al., 2021)
Pre-trained LMs are sensitive to the choice of prompts (Zhao et al., 2021)

Prompt P@]
[ X] 1s located in [Y]. (original) 31.29
[ X] is located in which country or state? [Y]. | 19.78
[ X] 1s located in which country? [Y]. 31.40
X] is located in which country? In [Y]. 51.08



https://arxiv.org/pdf/2103.10385.pdf
https://arxiv.org/pdf/2102.09690.pdf

Input embedding

@ P-Tuning (Liu et al., 2021)

@® Idea: direct optimize the embeddings instead of prompt tokens

prompt search for “The capital of Britain is [MASK]".

Pseudo Prompts [PO] [Pz] [Pi+1] [Pm]
,’__-_--_-_--P_-_-_-(: ----------------- ) Discrete rewards — __¥_____ E ,,,,,,,,,,,,,,,,,,,,,,,,,,, l . PmB:C:tion
SO 1_'0_r{1}_)t_ 1?11 f_:r_a_t(_)r_ _________ / [ Prompt Encoder } P
P I N S
The capital of Britain is [MASK] capital Britain [MASK]
4 B \ 1 V 1 ' ' v
e(The) e(capital) e(of) e(Britain) e(is) e([MASK]) Input embedding  hg --- h; e(capital) e(Britain) h;1--- b, e([MASK])
b ' ' L ' L ' i ' ' ¢ ' '
Pre-trained Language Model Pre-trained Language Model
(GPT, BERT, ...) (GPT, BERT, ...)
[— | I
(a) Discrete Prompt Search (b) P-tuning
Prompt Daesw Acc. | Dgeyzo Acc.
Does [PRE] agree with [HYP]? [MASK]. 57.16 53.12
Does [HYP] agree with [PRE]? [MASK]. 51.38 50.00
Premise: [PRE] Hypothesis: [HYP] Answer: [MASK]. 68.59 55.20
[PRE] question: [HYP]. true or false? answer: [MASK]. 70.15 53.12
P-tuning 76.45 56.25




@ Prefix-Tuning (Li and Liang, 2021)

@ Idea: only optimize the prefix embeddings (all layers) for efficiency

Fine-tuning

Transformer (Translation)
|j\ [ 1 [ 1 [ 1 [ 1 [ 1 [ 1 [ 1 [ 1

Transformer (Summarization)
[ 1] [ 1 [ 1 [ 1 [ 1 [ 1 [ 1 [ 1

Transformer (Table-to-text)

I LR

name Starbucks type coffee shop [SEP] Starbucks serves coffee
Input (table-to-text) Output (table-to-text)

Prefix
(Translation)

' Prefix
(Summarization)
1

Prefix
(Table-to-text)

Prefix-tuning

Transformer (Pretrained)

Frnrnnl

name Starbucks type coffee shop [SEP] Starbucks serves coffee
Input (table-to-text) Output (table-to-text)




@ (Soft) Prompt-Tuning (Lester et al., 2021)

@® |dea: only require storing a small task-specific prompt (one layer) for
each task and enables mixed-task inference using the original PLMs

- ) N
) Pre-trained I .
Model Tuning Model i Prompt Tuning
(_ (11B params) ) :
al 4 N I Mixed-task
TaskA (224 | Task AModel , Batch
Batch (11B params) I AT ai
- / I C| ci Pre-trained
= - ~ I B| b1 Model
Al a? 11B params)
Task B .| Task B Model | e 5 (1"Bp
Batch (11B params) |
~ 7 I Task Prompts
— I (20K params each)
Task C [¢2 Task C Model I
Batch (11B params) I
. J I




® Competitive performance and better space efficiency

SuperGLUE Score

100

90

80

70

60

50

(Soft) Prompt-Tuning (Lester et al., 2021)

=m~- Prompt Design
=¥=Prompt Tuning

—=®- Model Tuning .
Fine- Tunlng
o
(Soft) Prompt-Tuning
* m

/ ./

l (Hard) Prompt-Tuning
l---'I
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o
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(Hard) Prompt-Tuning

» ] L
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1
—
ES
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€ Instruction Tuning (wei et al., 2022)
@® |dea: improve model’s capability of understanding the task description

LM for sentence completion

| went to Jolin’s concert last night. | really loved her songs and dancing. It was

Detailed task instruction for LM generation

Decide the sentiment of the following sentences:
| went to Jolin’s concert last night. | really loved her songs and dancing.
OPTIONS: - positive — negative - neutral



@ FLAN: Finetuned LANguage Models (Wei et al., 2022)

@® |dea: fine-tune LM to better understand task descriptions via other tasks

(A) Pretrain—finetune (BERT, T5)

p-

* Typically requires many
task-specific examples

* One specialized model
for each task

(B) Prompting (GPT-3)

Improve performance
via few-shot prompting
or prompt engineering

(. \
Pretrained Finetune on | Inference

J

_ Inference
» ontask A

Pretrained
LM

(C) Instruction tuning (FLAN)
p.

™
Instruction-tune on
Pretrained - . Inference
mBang tSSks. on task A
3 Wy By e

Model learns to perform Inference on
many tasks via natural unseen task

language instructions
. _/




€ Prompt v.s. Instruction Tuning (wei et al., 2022)

® Prompt @® Instruction tuning

Input (Commonsense Reasoning)

_____________________________________________________________________________

Training

Here is a goal: Get a cool sleep on summer days.
How would you accomplish this goal?
OPTIONS:

-Keep stack of pillow cases in fridge.
-Keep stack of pillow cases in oven.

Target LM
keep stack of pillow cases in fridge Fine-tuning

Inference

_________________________________________________________________________________________________________________________________________________________

Input (Translation) Input (Translation)

Translate this sentence to Spanish: The new office Translate this sentence to Spanish: The new office
building was built in less than three months. building was built in less than three months.

Target Target
El nuevo edificio de oficinas se construyé en tres El nuevo edificio de oficinas se construyo en tres
meses. meses.



€) Task Clusters (wei et al., 2022)

e - e ™ s ™
Natural lan inferen (C:gmmgnggngg\ Sentiment rmﬂ (CI k \ r§trugt to tgxt\ Translation
(7 datasets) (4 datasets) (4 datasets) (4 datasets) (3 datasets) (4 datasets) (8 datasets)
(ANLI(R1-R3))( RTE  )||{( CoPA )||( IMDB ) ( MRPC ) ||(ARC (easyrchal) ) | | (CommonGen) | | ( ParaCraw EN/DE )
( ¢cB ) SNLI )||(HellaSwag )||( Sent140 ) QQP ( Na || DART )||(ParaCrawi EnES)
(MmN ) wNu [ PieA (| sST-2 || paws || TQA )[|( E2ENLG ) || (ParaCrawl ENFR)
QNLI StoryCloze Yel WEBNLG WMT-16 EN/CS
C ) Gengem))|Coee ) (Catse (T )| Ceenic | s
Reading comp. ) (Read. comp. w/| [ Coreference ) Misc. Summarization )
(5 datasets) commonsense (3 datasets) (7 datasets) (11 datasets)
((BoolQ )(OBQA )| | (2datasets) DPR (CoQA )(TREC )| | (_AESLC ) (Multi-News ) (_SamSum )
q DI¢ ) ki Li ( WMT-16 EN/RU )
( DROP )(SQUAD) (COSH‘]OSQA) (Winogrande) QuAC )( CoLA ( AG News )( Nlewsroom ) (Wiki Lingua EN )
: (C wic )(Math ) | ¢ CNN-DM ) (opin-Abs: iDevate ) ( XSum )
\{ MultiRC L\( ReCoRD ) ) K( WSC273 ) ) \Qﬁxpunmuanon (NLG))) \( Gigaword ) (Opin-Abs: Movie ) L )

J

J




€ Zero-Shot Performance of FLAN

Natural language inference
ANLI R2 O %

ANLI R3 a
ANLI R1 C

CB @) *

RTE

Reading comprehension

MultiRC o
OBQA 0]
BoolQ

Closed-book QA

NQ O Y
ARC-c O ) ¢

TQA O *

ARC-e

Translation

ENtoRO O ) ¢

EN to DE @) *

EN to FR O D¢

FR to EN o 3

RO to EN '0) vx'
DE to EN @) y ¢

O%

Y FLAN 1378

O LaMDA-PT137B

GPT-3 175B

GLaM 64B/64E
Supervised model

T T | T | | |
0 20 40 60

Zero-shot performance

|
80

1
100

FT: no instruction

Eval: instruction 37.3

FT: da}taset ngme 46.6
Eval: instruction

FT: dataset name 47.0

Eval: dataset name

FT: instruction
Eval: instruction _55'2
(FLAN)
20 30 40 50 60
Zero-shot performance

(4 task cluster avg.)



@ Zero-Shot Performance of FLAN

® Combine with prompt-tuning

Performance after

prompt tuning

B Instruction-tuned model

—he
nND O N o
o O O o

o

Untuned model

79.1
63.8

78.1

87.4

32 training Full training

examples

set

® Model size requirement

Performance on held-ouft tasks

70 : :
Instruction tuning

[}
o

Untuned model

[¢)]
o

on 13 held-out tasks (%)
N

Average zero-shot accuracy

30 0.4B 2B 8B 68B 137B

Model Size (# parameters)



T0O: Multitask Prompted Training (Sanh et al., 2022)

Summarization

The picture appeared on the wall of a
Poundland store on Whymark Avenue [...] How
would you rephrase that in a few words?

Graffiti artist Banksy
is believed to be
behind [...]

Sentiment Analysis

Review: We came here on a Saturday night
and luckily it wasn't as packed as I
thought it would be [...] On a scale of 1
to 5, I would give this a

Question Answering

I know that the answer to “What team did

the Panthers defeat?” is in “The Panthers

finished the regular season [...]". Can
you tell me what it is?

Arizona Cardinals ]

Multi-task training

Zero-shot generalization
Natural Language Inference

Suppose “The banker contacted the professors
and the athlete”. Can we infer that "The
banker contacted the professors"?




@ Task Clusters (sanh et al., 2022)

r ™ N N N
Multiple-Choice QA Closed-Book QA Structure-To-Text Sentence Completion BIG-Bench
e Hotpot QA Common Gen COPA Code Description
sl Wiki QA Wiki Bio HellaSwag Conceptual
QuAIL < -
N N Story Cloze Hindu Knowledge
QuaRTz Sentiment Summarization ~ -
. : ( h Known Unknowns
Social IQA Amazon CNN Daily Mail Natural Language
Inference Language ID
WIQA App Reviews Gigaword
ANLI - :
Logic Grid
Cosmos QA IMDB MultiNews CB
QASC Logical Deduction
Rotten Tomatoes SamSum RTE
QuaRel \ y, Misconceptions
Yelp XSum p N
SciQ J J Coreference Movie Dialog
— ™ ™ Resolution
Wiki Hop Topic Classification Paraphrase Novel Concepts
q ) Identification WSC
Strategy QA
é _ N AG News MRPC Winogrande 3y
Extractive QA L ) -
DBPedia PAWS Syllogisms
Adversarial QA )
TREC Qap Word Sense Vitamin C
Quoref ) ) Disambiguation
- Winowh
ROPES wic y
(. vy
DuoRC
\. J




Prompt Templates (sanh et al., 2022)

QQP (Paraphrase)

XSum (Summary)

Questioni

Question2

Label

How is air traffic controlled?
How do you become an air traffic controller?

0

Document The picture appeared on the wall of a

Poundland store on Whymark Avenue...

{Question1)} {Question2}

I received the questions

Pick one: These questions "{Questioni}" and
are duplicates or not "{Question2}". Are they
duplicates. duplicates?
\ Y

[: {Choices[label]} ]

( {Choices[label]} J

Summary Graffiti artist Banksy is believed to be
behind. ..
{Document} First, please read the article:‘\

How would you
rephrase that in
a few words?

Y

I {Summary} I

{Document}
Now, can you write me an
extremely short abstract for it?

Y

| {Summary} l



@ Performance of TO

Natural Language Inference

RTE CB ANLIR1 ANLI R2 ANLIR3
50 50 50
80 ! 80 (] v o
‘ - 40 - 40 @
w_ ©%g g ,co°pgs cocfe coeept
! @ 30 L 30 : 30
. -
40 40
' 20 20 20
20 20 @ o 10 10 10
0 0 0 0 0
Coreference Resolution Sentence Completion Word Sense
WSC Winogrande COPA StoryCloze HellaSwag WiC
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100 a 100 100
e e ® e . .
60 ) E ' 60 @ 00O 7 ® 00 @ “ g0 L [ 60 '
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@ Effect of #Prompts
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(66 Chain-of-Thought (CoT) (wei et al., 2022)

Standard Prompting

o

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

et

do they have?

A: The answer is 27. x

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

/.

A:

answer is 9. s/

Finetuned GPT-3 175B

Prior best

[0 PaLM 540B: standard prompting

B PaLM 540B: chain-of-thought prompting

100

0]
o

55 57

=2
o O

Solve rate (%)

Do
o

Math Word Problems (GSM8K)



- R

Q: Roger has 5 tennis balls. He buys
2 more cans of tennis balls. Each can
has 3 tennis balls. How many tennis
balls does he have now?

Q: How many keystrokes are needed
to type the numbers from 1 to 500?
Answer Choices: (a) 1156 (b) 1392 (c) 1480
(d) 1562 (e) 1788

A:
A
The answer is 11.
he 2
\ answeris (b). ) \ So the answer is (b).

@ Chain-of-Thought (CoT) (wei et al., 2022)

T CeoAfeommonsersall )

Q: Sammy wanted to go to where the
people were. Where might he go?
Options: (a) race track (b) populated areas
(c) desert (d) apartment (e) roadblock

J

Q: Yes or no: Would a pear sink in
water?

-
So the

answer is no.

r

_J

Q: The concert was scheduled to be
on 06/01/1943, but was delayed by
one day to today. What is the date 10
days ago in MM/DD/YYYY?

So the answer is 05/23/1943.

(. sportsUnderstanding |

Q: Is the following sentence
plausible? "Joao Moutinho caught the
screen pass in the NFC
championship.”

A:

So the

answer is no.

\ _J

H

uman: How would you bring me
something that isn't a fruit?

Plan: 1. find(energy bar) 2.

pick(energy bar) 3. find(user) 4.
Q)ut(energy bar) 5. done().

J

Q: Take the last letters of the words
in “Lady Gaga” and concatenate
them.

A:
So the

answer is ya.

-

Q: A coin is heads up. Maybelle flips
the coin. Shalonda does not flip the

coin. Is the coin still heads up?

A:
So the answer

kis no. J




@ Trend of Prompt-Based Research
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® Prompting Paradigm (Liu et al., 2021)

Paradigm Engineering Task Relation
CLS TAG []: unsupervised
. . Features [ wm []
a. Fully Supervised Learning (e.g. word identity, part-of-speech, O OJ: supervised
(Non-Neural Network) sentence length)
l []GEN : textual prompt
CLsS TAG
) . Architecture ] w []
?Nzl]lig ;‘;F‘igﬁ; d Learning (e.g. convolutional, recurrent, L]
self-attentional)
[ 1GEN
CLS TAG
Objective H. v H
c. Pre-train, Fine-tune (e.g. masked language modeling, g
next sentence prediction) l
[-]GEN

d. Pre-train, Prompt, Predict

Prompt (e.g. cloze, prefix)




@ Prompting Typology (Liu et al., 2021)

— Left-to-Right LM |— GPT; GPT-2; GPT-3

—[ Pre-trained Models ]7

Prompt Engineering

—[ Answer Engineering ]

Multi-Prompt
Learning

Prompt-based
Training Strategies

Masked LM  }— BERT; RoBERTa
. PrefixLM | UniLM
i Encoder-Decoder ]— T5; BART

Prefix LM
5 Y Y,

inmue
200
OO0

***** Yo V2



@ Prompting Typology (Liu et al., 2021)

—[ Pre-trained Models ]

— Prompt Engineering

—[ Answer Engineering ]

Multi-Prompt
Learning

Prompt-based
Training Strategies

Shape

Human
Effort

— Cloze
— Prefix

— Hand-crafted

Discrete
Automated {

Continuous —

Prefix-Tuning;
PromptTuning



@ Prompting Typology (Liu et al., 2021)

—[ Pre-trained Models ]

— Prompt Engineering

—[ Answer Engineering

Multi-Prompt
Learning

Prompt-based
Training Strategies

—[ Token ]
—[ Span ]

—[ Sentence ]— GPT-3; Prefix-Tuning
—[ Hand-crafted ]

Discrete | — LM-BFF
—[ Automated

Continuous ]




@ Prompting Typology (Liu et al., 2021)

—[ Pre-trained Models ]

Prompt Engineering

—[ Answer Engineering ]

Multi-Prompt
Learning

Prompt-based
Training Strategies

Prompt
Ensemble

Prompt
Augmentation

Prompt

Composition

Prompt
Decomposition

Prompt
Sharing

Input | Subject: China; Relation: isCapital

PR1| China’s capital is [MASK].

PR2( [MASK] is the capital of China.

PR3 The capital of China is [MASK].

LM-BFF

Input (X) | Google became a subsidiary of Alphabet.

Sub-PR1 | [X] The [MASK] Google.

Sub-PR2 [ [X] The [MASK] Alphabet. |

Sub-PR3 | [X] Google [MASK] Alphabet.
PR T
[ [X] The [MASK] Google [MASK] the [MASK] Alphabet. '—'

Input (X) | Mike went to New York yesterday.

[X] Mike is [MASK] entity type,
New York is [MASK] entity type. |

|
Sub-PR1 [ [X] Mike is [MASK] entity type.
Sub-PR2 [ [X] New York is [MASK] entity type.

Movie Review (X1)

PR

Really awesome movie!

Input | Add up two numbers: 6, 8

Ans-PRI' | 1+1=2

Ans-PR2 1 2+5=9 :]
PR | 6 + 8 = [MASK]

l

[Domain_name]: This is [MASK].

Template

Prompt 1 | Movie: [X1] This is [MASK]. |
Prompt 2 | Product: [X2] This is [MASK].

Product Review (X2) | It’s very easy to use!



@ Prompting Typology (Liu et al., 2021)

—[ Pre-trained Models ]

Prompt Engineering

—[ Answer Engineering ]

Multi-Prompt
Learning

Prompt-based
Training Strategies

Parameter
Updating

| Training |

Size

Promptless
Fine-Tuning

Tuning-free
Prompting

Fixed-LM
Prompt Tuning

Fixed-prompt
LM Tuning

Prompt+LM
Tuning

Few/Zero-shot

Full

— BERT,; RoBERTa

GPT-3

Prefix-Tuning

T5

P-Tuning

GPT-3

PTR



@ Prompting Typology (Liu et al., 2021)

—[ Pre-trained Models ]

—[ Answer Engineering ]

Prompt Engineering

Multi-Prompt
Learning

Prompt-based
Training Strategies

Parameter
Updating

| Training |

Size

Promptless
Fine-Tuning

Tuning-free
Prompting

Fixed-LM
Prompt Tuning

Fixed-prompt
LM Tuning

Prompt+LM
Tuning

Few/Zero-shot

Full

LM Prompt
Params Params

Tuned Tuned Additional

v

v o/ v



@ Concluding Remarks

® (Hard) Prompt-Tuning
(Hard) Prompt-Tuning: manually designed natural language prompts
Human-understandable prompts
Sensitive to choices of prompts
LM-BFF: prompt-tuning + demonstration + template generation
Better performance

@® (Soft) Prompt-Tuning
P-Tuning: tuning the input (prompt) embeddings
Better performance via soft prompts
Prefix-Tuning: only optimize the prefix embeddings (all layers)
Better training time/space efficiency

@® Instruction Tuning: tuning LMs for understanding task instructions
Better zero-shot performance
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