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© Whatis Machine Learning?
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O Al&ML

Artificial intelligence (Al) is intelligence—perceiving, synthesizing, and inferring
information—demonstrated by machines, as opposed to intelligence displayed by
animals and humans.

Machine learning (ML) is a field of inquiry devoted to understanding and building
methods that “learn”, that is, methods that leverage data to improve performance
on some set of tasks.

It is seen as a part of artificial intelligence. G
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https://en.wikipedia.org/wiki/Artificial_intelligence

What Computers Can Do?

- Programs can do the things you ask them to do



© Program for Solving Tasks

@® Task: predicting positive or negative given a product review

“I love this product!” “It claims too much.”  “It’s a little expensive.”

l program.py l program.py lpr‘ogr'am.py
+ - 2
if input contains “love”, “like”, etc. if input contains “too much”, “bad”, etc. |
output = positive output = negative
"SEE K LEm!" RIS YL EERD. .. BIETRTER"
l program.py l program.py l program.py
3 i ?



©® Learning = Looking for a Function

@® Task: predicting positive or negative given a product review
“I love this product!” “It claims too much.”  “It’s a little expensive.”
1 f l f l f
+ - ?

if input contains “love”, “like”, etc. if input contains “too much”, “bad”, etc.

output = positive output = negative
"SEE—K Em!” RASEE RN "BRE RTER"
If | f Lt
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@) Learning = Looking for a Function

@ Speech Recognition G R—— R i WY F'e 2
@® Handwritten Recognition A )= 2"
@® Weather forecast f( Thursday )= “ Saturday”

® Play video games £ )= “move left’




©® Machine Learning Framework

X . “lt claims too much.”

function input Model: Hypothesis Function Set
Y. - (negative) fl’ f2
function output 1

Training Data

06, 90, 95,

—>  Training: Pick the best function f*

“Best” Function f~ 1

Testing Data > Testing: f*(xf): y' >y
{(x,?),...}

Training is to pick the best function given the observed data
Testing is to predict the label using the learned function
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© Whatis Deep Learning?
HTERRERE?
A subfield of machine learning




@ Stacked Functions Learned by Machine

@® Production line (£ ZE4R)

Deep Learning Model

"Nt 3 | Simple Simple Simple
8% KL 4 Function f, HFunction f, Function f, f

f. a very complex function




@ Stacked Functions Learned by Machine

Input Layer 1 Layer 2 Layer L Output

Xl
X2
vector X o y label'y
emE—E . W XY . i
J:I_'E!H . o . . - . . :
XN

Input _ Y .. Output
Layer Hidden Layers Layer

Features / Representations



@ Deep v.s. Shallow — Speech Recognition

@ Shallow Model

“W“MH DFT w 3 8 T/\

Waveform spectrogram m ‘
“Hello” GMM DCT log ;
Filter bank
MFCC

Each box is a simple function in the production line:

-hand-crafted ‘learned from data



@ Deep v.s. Shallow — Speech Recognition

“Bye bye, MFCC” - Deng Li in Interspeech 2014

® Deep Model

All functions are learned from data

“Hello” < <j [?

Less engineering labor, but machine learns more



(14 Deep v.s. Shallow — Image Recognition

@ Shallow Model

gd monkey?

i s |
@ :hand-crafted Q ‘learned from data




@) Deep v.s. Shallow — Image Recognition

Reference: Zeiler, M. D., & Fergus, R. (2014). Visualizing and understanding convolutional networks. In Computer Vision—ECCV 2014 (pp. 818-833)

All functions are learned from data

® Deep Model

Features / Representations



Machine Learning v.s. Deep Learning

Machine Learning

describing your data with

model learning
algorithm

features a computer can
understand

hand-crafted domain- optimizing the weights
specific knowledge on features



Machine Learning v.s. Deep Learning

Deep Learning

representations model learning

learned by machine algorithm

\ J \ ‘l
T T

automatically learned optimizing the weights
internal knowledge on features

Deep learning usually refers to neural network based model




@ Inspired by Human Brain

Axon Telodendria

V
)

Axon hi|ﬂ\ Synaptic terminals

Golgi apparatus

Cell body

Endoplasmic ‘
reticulum ;

Mitochondrion | Dendrite

AY
/ % Dendritic branches

Pictures from web



@ A Single Neuron

X, Wy Activation

function G(Z)




A neural network is a complex
@ Deep Neural Network ficion o men oot

@® Cascading the neurons to form a neural network

Input Layer1 Layer2 LayerL Output
X, — Y

X2

— Y,



(21 History of Deep Learning

OJOJOXOXOXOXOXOIOIOIOKO

1960s: Perceptron (single layer neural network)

1969: Perceptron has limitation

1980s: Multi-layer perceptron

1986: Backpropagation

1989: 1 hidden layer is “good enough”, why deep?

2006: RBM initialization (breakthrough)

2009: GPU

2010: breakthrough in Speech Recognition (Dahl et al., 2010)
2012: breakthrough in ImageNet (Krizhevsky et al. 2012)
2015: “supernuman” results in Image and Speech Recognition
2016: AlphaGo “superhuman” results in Go playing

2022: ChatGPT “human-level” results in diverse domains



(22 Deep Learning Breakthrough

Phonemes/Words

1t

@® First: Speech Recognition

Acoustic Model WER on RTO3S FSH ~ WER on Hub5 SWB T —
Traditional Features 27.4% 23.6% “ j
Deep Learning 18.5% (-33%) 16.1% (-32%) g -
-
@® Second: Computer Vision I -

Pictures from web



(23 History of Deep Learning

1960s: Perceptron (single layer neural network)

1969: Perceptron has limitation

1980s: Multi-layer perceptron

1986: Backpropagation

1989: 1 hidden layer is “good enough”, why deep?

2006: RBM initialization (breakthrough)

2009: GPU

2010: breakthrough in Speech Recognition (Dahl et al., 2010)
2012: breakthrough in ImageNet (Krizhevsky et al. 2012)
2015: “supernuman” results in Image and Speech Recognition
2016: AlphaGo “superhuman” results in Go playing

2022: ChatGPT “human-level” results in diverse domains
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@ Why Deep Learning Works
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@ Data Storage

Global Information Storage Capacity
in optimally compressed bytes

1986
ANALOG
2.6 exabytes

DIGITAL

ANALOG STORAGE}

DIGITAL STORAGE
0.02 exabytes
2002:
“beginning
of the digital age”
50%
% digital:
1% 3% 25% 94 %

Source: Hilbert, M., & Lopez, P. (2011). The World's Technological Capacity to Store, Communicate, and
Compute Information. Science, 332(6025), 60 —65. http://www.martinhilbert.net/WorldinfoCapacity.htm

a

-CDsand minidisks: 6.8 %

- Computer servers and mainframes: 8.9 %

- Digital tape: 11 .8 %

- DVD/Blu-ray: 22.8 % '

-PCharddisks: 44.5%
123 billion gigabytes

- Others: < 1 % [incl. chip cards, mamory cards, floppy d
mobile phones, PDAs, cameras/cameorders, video games)

DIGITAL
280 exabytes

File Home Insert Draw Design Transitions  Animations  Slide Show
Eﬁ ‘l[jﬂ Layout ~
&5
Paste @ New T Reset B I U § a5 A Aa
v <3 Slide |5 Section ~ -
Clipboard N Slides Font
2007 anALOG

19 exabytes
- Paper, film, audiotape and vinyl: 6 %
- Analogvideotapes (VHS, etc): 94 % ANALOG
- Portable media, flashdrives: 2%
- Portable hard disks: 2.4 % DIGITAL @
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@ GPU for Efficient Al Training

R EIRAIRERZ GPURIEIR

/ Searching for: BHE/ISRAIEERECPURIER

«~ Generating answers for you...

AIBRAIERRZCPUNEIR, TEERERRAR—ELZUMRESRE, ST KENMRIEREIREEE
B BKEERE—ERELTAEER, BHER, EUMUE—EXNESSRRSIMNIES, B

FEARRERSE F#11T | . GPUR—EEPIARILTETEMNEESE, EERSEZL (core) , HE

ZOEPRTLASIT—EMERS ' 2. 1BHLZ T, CPUR—ERRETHENEES, vaslmzd, 8

@@%B\%ﬁ%&iﬂﬁiﬂﬁﬁﬂﬂﬁ% >, Elt, GPULLCPUBESATERHE, NEREERENHE

EERKEF °,

Learn more: 1. zhuanlan.zhihu.com 2. zhihu.com 3. zhuanlan.zhihu.com



€@ GPU Companies

<~ Searching for: BiZ2{EGPURIAEIBEE BIEMHGPUN AT EEHE?

«~ Generating answers for you...

BRHGPURNILEIBEREZ, HPRAMZHNEREZE (NVIDIA) FAMD, B9 5I4EE T GeForcef(]
RadeonZFIMIGPU ' . EMRATCPUTERRIEEFIEETIS, HiESIIGAI % 1. BRItz 8
B—EERANAEHRARZBECHGPU, fIIRPEEMEFRHBIRAE], BERTEBETAFEERER
GPUER ? . B, —LRERFAEEEMZEECHGPUSIELIESR, FIRSIHITPU (Tensor
Processing Unit) , FEREIMIGHEE .

Learn more: 1.sohu.com 2.thepapercn 3. gigabyte.com



@ Why Speed Matters?

@® Training time
Big data increases the training time
Too long training time is not practical

@® Inference time
Users are not patient to wait for the responses

Default (GPT-3.5)

Default (GPT-3.5) Default (GPT-3.5)

Optimized for speed, currently available to Legacy (GPT-35)

Plus users
Reasoning GPT-4
Speed

Conciseness




@ Why Deeper is Better?

® Deeper > More parameters T T

Shallow Deep



(30, Universality Theorem

@® Any continuous function f

. pN M v
f:R"—>R /444
@® can be realized by a network with only hidden layer "\\Q\'ﬁ'@m\'\&w ///?////
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Why “deep” not “fat”?




@ Fat + Shallow vs. Thin + Deep

® Two networks with the same number of parameters



o Fat + Shallow vs. Thin + Deep
Hand-Written Digit Classification

3
(1)
P
3
85 -
5 Pie~
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1 NN
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Parameters

1 hidden layer ——3 hidden layers

The deeper model uses less parameters to achieve the same performance




€@ Fat + Shallow vs. Thin + Deep

® Two networks with the same number of parameters



© How
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€@ How to Frame the Learning Problem?

@® The learning algorithm f is to map the input domain X into the output domain Y

f: X >Y

@® Input domain: word, word sequence, audio signal, click logs
@® Output domain: single label, sequence tags, tree structure, probability distribution



€@ oOutput Domain — Classification

@® Sentiment Analysis nyEm AR g , .

XS e~ -

@® Speech Phoneme Recognition
— /h/

® Handwritten Recognition
—_ 2




& Output Domain — Sequence Prediction

@® POS Tagging o /
HERAABPINEE — g%%/évgg{%f’/mﬁﬁ/NRféﬁﬁ/NN

L M' pe——
@® Machine Translation

“How are you doing today?” —— “{REFIE?"

@® Speech Recognition




@ Input Domain — How to Aggregate Information

@® Input; word sequence, image pixels, audio signal, click logs
@® Property: continuity, temporal, importance distribution

® Example

CNN (convolutional neural network): local connections, shared weights, pooling
AlexNet, VGGNet, etc.

RNN (recurrent neural network): temporal information
Transformer: multiple inputs with interaction



@ How to Frame the Learning Problem?

@® The learning algorithm f is to map the input domain X into the output domain Y

f: X>Y

@® Input domain: word, word sequence, audio signal, click logs
® Output domain: single label, sequence tags, tree structure, probability distribution



@ “Applied” Deep Learning

Deep Learning

representations model learning
learned by machine algorithm

L ) L J
1 T

automatically learned optimizing the weights
internal knowledge on features

How to frame a task into a learning problem and design the corresponding model




@ Core Factors for Applied Deep Learning

1. Data: big data
2. Hardware: GPU computing
3. Talent: design algorithms to allow networks to work for the specific problems




@® Concluding Remarks

Training



® Concluding Remarks

Inference



Concluding Remarks

70 THE REAL WORLD Inference

Input Hidden Hidden Output
Layer Layer #1 Layer #2 Layer
w Neurons Neurons
Xo ik Wijk
(T Wi
5 % Neuron
| T — Y
Xo %
% j / =|r
Bias ‘ ‘/ ‘
Training - : :




® Reference

® Reading Materials
Referenced academic papers can be found in the slides

@ Deep Learning
Goodfellow, Bengio, and Courville, “Deep Learning,” 2016.
http://www.deeplearningbook.org
Michael Nielsen, “Neural Networks and Deep Learning”
http://neuralnetworksanddeeplearning.com



http://www.deeplearningbook.org/
http://neuralnetworksanddeeplearning.com/

Thanks!

Any guestions ?

You can find the course information at

slido: #ADL2023
YouTube: Vivian NTU MiuLab
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