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© Three Types of Model Pre-Training

® Encoder

Bidirectional context
Examples: BERT and its variants

ninlmiulm @® Decoder

W Language modeling; better for generation
Example: GPT, GPT-2, GPT-3, DialoGPT,

® Encoder-Decoder
Sequence-to-sequence model
Examples: Transformer, BART, T5, Meena,
BlenderBot



https://arxiv.org/pdf/2201.08239.pdf

© Three Types of Model Pre-Training

® Encoder

Bidirectional context
Examples: BERT and its variants



https://arxiv.org/pdf/2201.08239.pdf

© BERT Variants

@ Improvements to the BERT pretraining:
RoBERTa: mainly train BERT on more data and longer
SpanBERT: masking contiguous spans of words makes a harder, more useful
pretraining task

It’s bly irr##  esitt# sti## bly
f t

BERT SpanBERT

[MASK] irr##  esit## stittt [MASK] good It"  [MASK] [MASK] [MASK] [MASK] good



© Need of Decoder

® Generation tasks
BERT and other pretrained encoders don’t naturally lead to autoregressive (1-word-
at-a-time) generation methods

make / brew / craft goes to make tasty tea
Pretrained Encoder Pretrained Decoder

Vivian goes to [MASK] tasty tea Vivian goes make  tasty tea



© Three Types of Model Pre-Training

ninlmiulm @® Decoder

W Language modeling; better for generation
Example: GPT, GPT-2, GPT-3, DialoGPT,



https://arxiv.org/pdf/2201.08239.pdf

a GPT: Generative Pretrained Transformer
(Radford et al., 2018)

® Transformer decoder
Pre-trained on BooksCorpus (~7000 books; 5GB)

Transformer decoder with 12 layers
768-dim hidden states, 3072-dim feed-forward hidden layers
BPE with 40,000 merges

goes to make tasty tea

bttt

Pretrained Decoder

Vivian goes make tasty tea

Radford, Alec, Karthik Narasimhan, Tim Salimans, and llya Sutskever. "Improving language understanding by generative pre-training.” (2018).



a GPT: Generative Pretrained Transformer
(Radford et al., 2018)

® Transformer decoder

Supervised fine-tuning for the target tasks
Next word prediction is kept during fine-tuning
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e GPT-2 (Radford et al., 2019)

® Transformer decoder

Pre-trained on more data
WebText from Raddit (40GB)

Good for NLG

Context (WebText test)

Outfit 1: Typical

This pairing was the first outfit 1 thought of when 1 bought the shoes.

It's like a summer version of this

Jake Grantham outfit; in fact, my shoes are close to the colors of his Nike Racers! Instead of a heavy Harris Tweed
jacket and denim shirt, I'm wearing a cotton DB jacket and and a linen shirt. Both fabrics (in these colors) are an
absolute must for summer, as they go with both dark and and light pants! As you can see, they pair wonderfully
with the dark jeans and shoes. It's a pseudo menswear/prep outfit.

Overall, this is a very casual outfit which is why 1 paired my sneakers with it. I'm not about wearing a
full wool suit with sneakers (as GQ shows a lot) but I'm definitely open to keeping things casual, like this cotton
DB. Casual fabrics are key to pulling off your sneakers in a dressed down menswear outfit. I'd even suggest to
wear these sneakers with a khaki chino suit or a white linen suit. Just be sure to ditch the tie or wear a tee or polo;

wearing a tie with sneakers is a bit too much

Small model completion

Qutfit 2: High End

This outfit was just in the eye of the storm. It's a
hybrid of what ASICS does with streetwear (like J. Crew)
and what J. Crew does with casual pieces that are a bit
more traditional. Again, as | mentioned before, it’s a low
budget item and they can be very expensive. These will
definitely be an issue if you're trying to work as a casual
sneakermaker, and that’s OK but don’t hesitate if you
want to try the lower price versions of their outfits!

This version features a very low cut-cut neckline
(which is not a bad thing), slightly longer legs, and a pair
of long legs to keep things nice. My preferred color of
color these items are blue-gray (which is my first colors,
as they are a light white), or black (which is my favorite
of my designs). As always. my pick of colors from this
store have nothing to do with that other than the de-
sign. For a high end, | would recommend this to everyone!

Qutfit 3: High Light

This was a “high light” look while I had a chance
to get some color. I think the color is based on

GPT-2 completion
for me!

Outfit 2: Casual Jacket

I know that some people might be opposed to wearing
sneakers in a turtleneck, but I wanted to be true to myself,
so | went with a slim fitting turtleneck in a color more
similar to my favorite color of the day. Overall, it's a
classic turtleneck, with nothing too flashy. I did swap my
shoes for these ASICS Tiger Killshots and I wish I hadn’t
did that. The shoe itself is very comfortable, however,
I found that wearing them in these sneakers made my
feet look a bit larger. I'd wear them with denim, chinos,
whatever, but would never recommend wearing them
alone. There are just too many variables involved.

Outfit 3: Dress

This is the final outfit I wore the ASICS Tiger
Killshots. This version of the ASICS is a much more
modern and streamlined version. The shoe has the most
modern and minimal design that I can think of! With a lot
of black, these sneakers look very cool. They'll definitely
be very comfortable for summer.

To me, wearing them with a suit is the easiest way
to have a good pair of sneaker shoes. That’s pretty much
it! If

Radford, Alec, Jeffrey Wu, Rewon Child, David Luan, Dario Amodei, and llya Sutskever. "Language models are unsupervised multitask learners.*

OpenAl blog 1, no. 8 (2019): 9.




@ GPT-3 (Brown et al., 2020)

® Transformer decoder
Pre-trained on more data (45TB)

Quantity Weight in Epochs elapsed when

Dataset (tokens)  training mix training for 300B tokens
Common Crawl (filtered) 410 billion 60% 0.44
WebText2 19 billion 22% 2.9
Booksl1 12 billion 8% 1.9
Books2 55 billion 8% 0.43
Wikipedia 3 billion 3% 3.4

Common Crawl: web data over 8 years (metadata & text with filtering)

WebText2: web pages from all outbound Reddit links from posts with 3+ upvotes
Books1 & Books2: internet-based books corpora

Wikipedia: English pages

Brown, Tom, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared D. Kaplan, Prafulla Dhariwal, Arvind Neelakantan et al. "Language models are few-
shot learners." Advances in neural information processing systems 33 (2020): 1877-1901.



@ GPT-3 Training Cost

Total Compute Used During Training
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{7) Fine-Tuning v.s. In-Context Learning

Pre-Training & Fine-Tuning Pre-Training & In-Context Learning
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® GPT-3 “In-Context” Learning
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It's eight o’clock now. Sue in her bedroom.
A. study
B. studies
C. studied
D. is studying
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@ GPT-3 “In-Context” Learning

@® Zero-Shot

@® One-Shot

® Few-Shot

Translate

cheese =>

Translate

sea otter

cheese =>

Translate

sea otter

peppermint => menthe poivrée

plush girafe => girafe peluche

cheese =>

English to French:

English to French:

=> loutre de mer

English to French:

=> loutre de mer

task description

prompt

task description

example

prompt

task description

examples

prompt

Traditional Fine-Tuning

sea otter => loutre de mer

peppermint => menthe poivrée

plush giraffe => girafe peluche

cheese =>

example #1

example #2

example #N

prompt



Benchmark 42 NLU Tasks

o Aggregate Performance Across Benchmarks
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@ NLU Performance in SuperGLUE

SuperGLUE Score

SuperGLUE Performance
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@ NLG Performance

® Human identify if the article is generated

Human ability to detect model generated news articles

control (86%)

80 -
¢
&£ 70-
>
o
[
=2
o
o
<
60 -
)
random chance (50%) '
50+ T

le8 1le9 1lel0 lell
Number of parameters (log scale)



@ NLG Performance

@ Using a new word in a sentence (few-shot)

A "whatpu" is a small, furry animal native to Tanzania. An example of a sentence that uses
the word whatpu is:
We were traveling in Africa and we saw these very cute whatpus.

To do a "farduddle" means to jump up and down really fast. An example of a sentence that uses
the word farduddle is:

One day when I was playing tag with my little sister, she got really excited and she
started doing these crazy farduddles.

A "yalubalu" is a type of vegetable that looks like a big pumpkin. An example of a sentence
that uses the word yalubalu is:

I was on a trip to Africa and I tried this yalubalu vegetable that was grown in a garden
there. It was delicious.

A "Burringo" is a car with very fast acceleration. An example of a sentence that uses the
word Burringo is:
In our garage we have a Burringo that my father drives to work every day.

A "Gigamuru" is a type of Japanese musical instrument. An example of a sentence that uses the
word Gigamuru is:
I have a Gigamuru that my uncle gave me as a gift. I love to play it at home.




(19, OpenAl GPT Paradigm

#Parameters Pre-Trained Data
GPT (Radford et al., 2018) 0.117 B 5GB
GPT-2 (Radford et al., 2019) 15B 40GB

GPT-3 (Brown et al., 2020) 175 B 45TB




@ GPT-3 Alternative: GPT-J, BLOOM, OPT

® GPT-J: 6B model released by Eleuther Al
Better in code generation tasks

@® BLOOM (BigScience Language Open-science Open-access Multilingual)
Multiple languages and programming codes
Model sizes: 176B, 7B, 3B, 1B, 1B, 560M

® OPT (Open Pre-trained Transformers): models released by Meta
Model sizes: 175B (unpublic), 66B, 30B, 13B, 6.7B, 2.7B, 1.3B, 350M, 125M


https://6b.eleuther.ai/

@ DialoGPT (zhang et al., 2020)

@ Pre-training on dialogue data
147M multi-turn dialogues from Reddit discussion threads (DSTC?7)

USER

What is the meaning of a good life ?

Which is more important -- being
successful or being happy ?

Is peace the only way to stop war ?

How much freedom should people have
?

USER

What do you think of the DialoGPT repo ?

BOT

| think it's that we're all connected to our past lives and the meaning of life is to
live the way you want to and how you want to .

Being successful is just endless . Being happy is the only thing that matters .

Not if the world is not willing to work with you . Peace is the ultimate goal , but
peace requires more than that .

The right amount of freedom is the freedom to do as you please, as long as
you don't hurt people or property .

BOT

It's pretty good , but it's very easy to find a bug .

Zhang, Yizhe, Sigi Sun, Michel Galley, Yen-Chun Chen, Chris Brockett, Xiang Gao, Jianfeng Gao, Jingjing Liu, and William B. Dolan. "DIALOGPT:
Large-Scale Generative Pre-training for Conversational Response Generation." In Proc. of ACL: System Demonstrations, pp. 270-278. 2020.



@ LaMDA: Language Models for Dialog Applications
(Thoppilan et al., 2022)

@ Pre-training: multiple public dialogue data (1.56T words)

Input: conversation history
Output: a current utterance

g ﬁ User: What do you think of Jolin Tsai’s concert?

LaMDA: It's awesome, and | really love her songs and dancing. Her

albums have incorporated various social issues and inspired many people.
Did you know Jolin is the best-selling Taiwanese female recording artist E]

since 2000 and received eight Golden Melody Awards.

Thoppilan, Romal, Daniel De Freitas, Jamie Hall, Noam Shazeer, Apoorv Kulshreshtha, Heng-Tze Cheng, Alicia Jin et al. "LaMDA.:
Language models for dialog applications." arXiv preprint arXiv:2201.08239 (2022).



@ LaMDA: Language Models for Dialog Applications

@ Pre-training: multiple public dialogue data (1.56T words)

® Fine-tuning: Quality and Safety scores

Using one model for both generation and discrimination enables an efficient
combined generate-and-discriminate procedure.

“What's up? RESPONSE not much. SENSIBLE 1"
“What's up? RESPONSE not much. INTERESTING 0”
“What's up? RESPONSE not much. UNSAFE 0”

[context] [sentinel] [response] [attribute-name] [rating]

Thoppilan, Romal, Daniel De Freitas, Jamie Hall, Noam Shazeer, Apoorv Kulshreshtha, Heng-Tze Cheng, Alicia Jin et al. "LaMDA.:
Language models for dialog applications." arXiv preprint arXiv:2201.08239 (2022).



@ LaMDA: Language Models for Dialog Applications

@ Pre-training: multiple public dialogue data (1.56T words)

Input: conversation history
Output: a current utterance

g ﬁ User: What do you think of Jolin Tsai’s concert?

LaMDA: It's awesome, and | really love her songs and dancing. Her

albums have incorporated various social issues and inspired many people.
Did you know Jolin is the best-selling Taiwanese female recording artist E)

since 2000 and received eight Golden Melody Awards.

—————————————————————————————————————————————————————————————————————————————————————

Thoppilan, Romal, Daniel De Freitas, Jamie Hall, Noam Shazeer, Apoorv Kulshreshtha, Heng-Tze Cheng, Alicia Jin et al. "LaMDA.:
Language models for dialog applications." arXiv preprint arXiv:2201.08239 (2022).



@ LaMDA: Language Models for Dialog Applications

@ Idea: teach LaMDA to use a search engine to validate or fix its claims

LaMDA

S TTTTTTmmmmmm e mm——— Y
| |
| |
| [ ] [ ] |

|
| |
| LaMDA-Base LaMDA-Research Tool Set |
:\ (Search Engine) !

/

LaMDA-Base: original pre-trained one
LaMDA-Research: decide if using external tools and formulate the query

Tool Set (TS): external tools
Calculator: “135+7721”> “7856”
Translator: “hello in French” - “Bonjour”
IR system: “How old is Rafael Nadal?” - “Rafael Nadal / Age / 35”



€@ LaMDA Goundedness

@ Idea: teach LaMDA to use a search engine to validate or fix its claims

LaMDA

S TTTTTTmmmmmm e mm——— \‘
I l
| @ |
| l
| LaMDA-Base LaMDA-Research Tool Set |
:\ (Search Engine) !

/

User->Base: When was the Eiffel Tower built?



€@ LaMDA Goundedness

@ Idea: teach LaMDA to use a search engine to validate or fix its claims

LaMDA

l’ """""""""""""""""""""" \‘
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|
| [ ] [ ] |

|
| |
| LaMDA-Base LaMDA-Research Tool Set |
:\ (Search Engine) !
B —— pl

User->Base: When was the Eiffel Tower built?

Base>Research: It was constructed in 1887.



@ LaMDA Goundedness

@ Idea: teach LaMDA to use a search engine to validate or fix its claims

LaMDA

l’ """""""""""""""""""""" \‘
i )

|
| [ ] [ ] |

|
| |
| LaMDA-Base LaMDA-Research Tool Set |
:\ (Search Engine) !
B —— pl

User->Base: When was the Eiffel Tower built?
Base>Research: It was constructed in 1887.
Research->TS: Eiffel Tower construction date



@ LaMDA Goundedness

@ Idea: teach LaMDA to use a search engine to validate or fix its claims

LaMDA
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| |
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|
| |
| LaMDA-Base LaMDA-Research Tool Set |
:\ (Search Engine) !
N o o S pl

User->Base: When was the Eiffel Tower built?
Base>Research: It was constructed in 1887.
Research->TS: Eiffel Tower construction date

TS->Research: 15 essential things to know about the Eiffel Tower | The Eiffel Tower was built in record time: 2
years, 2 months and 5 days. From late January 1887 to March 31, 1889. ... | https://www.toureiffel.paris




€@ LaMDA Goundedness

@ Idea: teach LaMDA to use a search engine to validate or fix its claims

LaMDA
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| LaMDA-Base LaMDA-Research Tool Set |

T | | (Search Engine) !
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User->Base: When was the Eiffel Tower built?
Base>Research: It was constructed in 1887.
Research->TS: Eiffel Tower construction date

TS->Research: 15 essential things to know about the Eiffel Tower | The Eiffel Tower was built in record time: 2
years, 2 months and 5 days. From late January 1887 to March 31, 1889. ... | https://www.toureiffel.paris

Research->User: Work started on it in January 1887 and it was opened in March 1889.



@ LaMDA Goundedness

“When was the Eiffel Tower built?”

v

LaMDA to user: Hi, how can | help
you today? <EOS> [...] user to
LaMDA: When was the Eiffel Tower
built? <EOS>

=,

P
<

LaMDA-Base to LaMDA-Research: It
was constructed in 1887. <EOS>

\ 4

LaMDA-Base

II

ir=1

\ 4

LaMDA-Research

A\ 4

It was constructed in 1887.

TS, Eiffel Tower
construction date

Eiffel Tower / construction started:
28 January 1887

d
<«

TS to LaMDA-Research: Eiffel Tower
/ construction started: 28 January
1887 <EOS>

5

&

A

LaMDA-Research

A 4

TS, Eiffel Tower complete
when

Eiffel Tower / date opened: 31
March 1889

4
<«

TS to LaMDA-Research: Eiffel Tower
/ date opened 31 March 1889 <EOS>

&

A 4

LaMDA-Research

User, Work started on it in January

1887, and it was opened in March 1889.




@ LaMDA: Language Models for Dialog Applications

@ Fine-tuning for external knowledge via a tool set (TS)

Calculator: “135+7721”-> “7856”
Translator: “hello in French” - “Bonjour”
IR system: “How old is Rafael Nadal?” - “Rafael Nadal / Age / 35"

context + base — “TS, Rafael Nadal's age”

« snippet: “He is 31 years old right now” + “Rafael Nadal / Age / 35”
context + base + query + snippet — “User, He is 35 years old right now”
context + base + query + snippet — “TS, Rafael Nadal’s favorite song”

® 40K dialog turns (generative data) are labeled ‘correct’ or ‘incorrect’ for
the ranking task (discriminative data)



©® Three Types of Model Pre-Training

® Encoder-Decoder
Sequence-to-sequence model
Examples: Transformer, BART, T5, Meena,
BlenderBot



https://arxiv.org/pdf/2201.08239.pdf

€@ Encoder-Decoder Pre-Training

® The encoder portion benefits from bidirectional context; the decoder
portion is used to train the whole model through language modeling.
@ Pre-training objective: span corruption (denoising)

implemented in preprocessing
similar to language modeling at the decoder side

Thank you for iaviting-me to your party fast week




) Denoising for Pre-Training

Thank you for iaviting-me to your party last week

@ BART: output the whole sentence

Thank you for inviting me to your party last week </s>

t t 4
Bldll‘eCtIOI’la| Encoder - Autoregressive Decoder
bt rtt ot ot Pt t
Thankyou __ me to your party __ week <s> Thank you for inviting me to your party last week

@ T5: output the missing parts

<X> for inviting <Y> last <Z> </s>

R t 4
Bldlrectlonal Encoder - Autoregressive Dticoder
R MR (R t ot

Thank you <X> me to your party <Y> week <s> <X> for inviting <Y> last <Z>



€@ Fine-Tuning for Classification

® BART: repeat input in decoder

label
?
Bidirectional Encoder - Autoregressive Decoder
totot ot N
A B C D E <s>A B C D E

@ T5: treat it as a seq2seq task

label

?
Bidirectional Encoder - Autoregressive Decoder
totot ot t
A B C D E <s>



@ Diverse Noises in BART
(AcC._E.) (DE.ABGC.) (c.DE.AB)

Token Masking  Sentence Permutation Document Rotation

U
(Aac.e. )y (aBc.DE.) <I (A_.D_E.)

Token Deletion Text Infilling

Model SQuAD 1.1 MNLI ELI5 XSum ConvAI2 CNN/DM
F1 Acc PPL PPL PPL PPL

BERT Base (Devlin et al., 2019) 88.5 84.3 - - - -

BART Base

w/ Token Masking 90.4 84.1 25.05 7.08 11.73 6.10

w/ Token Deletion 90.4 84.1 24.61 6.90 11.46 5.87

w/ Text Infilling 90.8 84.0 24.26 6.61 11.05 5.83

w/ Document Rotation 77.2 753 53.69 17.14 19.87 10.59

w/ Sentence Shuffling 85.4 81.5 4187 10.93 16.67 7.89

w/ Text Infilling + Sentence Shuffling 90.8 83.8 24.17 6.62 11.12 541




€@ Effectiveness of Denoising in T5

YooY, -
- Language model Prefix LM
%DDD x?_ ng gy'\ y?_ ‘ XZ x:} y‘\ yZ *
ioon 00000 an
> OO0 (O
[e]
2 CO0O00 (O
X, X, X3 X, X % X3 ¥, Y, X X% X3 ¥, Y,
Architecture Objective  Params Cost GLUE CNNDM SQuAD SGLUE EnDe EnFr EnRo
% Encoder-decoder  Denoising 2P M 83.28 19.24 80.88 71.36 26.98 39.82 27.65
Enc-dec, shared Denoising P M 82.81 18.78 80.63 70.73 26.72 39.03 27.46
Enc-dec, 6 layers Denoising P M/2 80.88 18.97 77.59 68.42 26.38 38.40 26.95
Language model  Denoising P M 74.70 17.93 61.14 55.02 25.09 35.28 25.86
Prefix LM Denoising P M 81.82 18.61 78.94 68.11 26.43 37.98 27.39
Encoder-decoder LM 2P M 79.56 18.59 76.02 64.29 26.27 39.17 26.86
Enc-dec, shared LM P M 79.60 18.13 76.35 63.50 26.62 39.17  27.05
Enc-dec, 6 layers LM P M/2  T78.67 18.26 75.32 64.06 26.13 38.42  26.89
Language model LM P M 73.78 17.54 53.81 56.51 25.23 34.31  25.38
Prefix LM LM P M 79.68 17.84 76.87 64.86 26.28 37.51 26.76




@ T5: Text-to-Text Transfer Transformer

@ Multi-task pre-training: learning multiple tasks via seg2seq

["translate English to German: That is good."

"Das ist gut."]

"cola sentence: The
course is jumping well."

"not acceptable"]

"stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county."




@® BARTv.s.T5

@® Differences

Training data size: BART > T5 (about 2x)
Model size:

BART-large: 12 encoder, 12 decoder, 1024 hidden
T5-base: 12encoder, 12decoder, 768 hidden, 220M parameters (2x BERT-base)
T5-large: 24encoder, 24decoder, 1024hidden, 770M parameters

Position encoding: learnable absolute position (BART) & relative position (T5)

@ Understanding performance

SQUAD MNLI SST QQP QNLI STS-B RTE MRPC CoLA
BART 88.8/94.6 89.9/90.1 96.6 92.5 94.9 91.2 87.2 90.4 62.8
T5 86.7/93.8 89.9/89.6 96.3 89.9 94.8 89.9 87.0 89.9 61.2

® Generation performance (summarization)

CNN/DailyMail ROUGE-1 ROUGE-2 ROUGE-3
BART 45.14 21.28 37.25
T5 42.50 20.68 39.75




@ mBART: Multilingual BART

Where did __ from ? </s>Who __ | __ </s> <En>

__BHHE. </s> 7N __</s> <Ja>

Who am | ? </s> Where did | come from ? </s> <En>

<En> Who am | ? </s> Where did | come from ? </s>

Zh U» &, </s> £ AR . </s><la>

<Ja>ZN Ue» H . </s> T BAH . </s>

Multilingual Denoising Pre-Training (mBART)

Sent-MT

4

Who am | ? </s> <En>

Doc-MT

4

ZTh U» & . </s> £ BA . </s><la>

oI & ? </s> <Ja>

}

<Ja>Fh [T H? </s>

Well then . </s> See you tomorrow .</s> <En>

4

<En> Well then . </s> See you tomorrow .</s>

Fine-tuning on Machine Translation



® mT5: Multilingual T5

Model Architecture

mBERT (Devlin, 2018)

XLM (Conneau and Lample, 2019)
XLM-R (Conneau et al., 2020)
mBART (Lewis et al., 2020b)

Encoder-only
Encoder-only
Encoder-only
Encoder-decoder

MARGE (Lewis et al., 2020a) Encoder-decoder
mT5 (ours) Encoder-decoder
90 - _._._._._._.._._._._._._._.._._._._._._..
80 - ./ .___.‘-.-:-_.__.--§
- .c-"'"'
./ ”’.d ,"..
70 1 PRl o
’
— x’
L ’ K
60 //.........-',
A
s04 7 —:= Human
* —8— In-Language Multitask
40 1 —#- Translate-Train
.." @ Zero-Shot
10° 1010

# Parameters

Model Sentence pair Structured Question answering

XNLI PAWS-X WikiAnn NER  XQuAD MLQA TyDiQA-GoldP
Metrics Acc. Acc. F1 F1 /EM F1/EM F1 /EM
Cross-lingual zero-shot transfer (models fine-tuned on English data only)
mBERT 65.4 81.9 62.2 64.5/494 614/442 59.7/439
XLM 69.1 80.9 61.2 59.8/44.3 48.5/32.6 43.6/29.1
InfoXLM 81.4 - - -/- 73.6/55.2 -/-
X-STILTs 80.4 87.7 64.7 77.2/61.3 723/535 76.0/59.5
XLM-R 79.2 86.4 65.4 76.6/608 71.6/53.2 65.1/45.0
VECO 79.9 88.7 65.7 77.3/61.8 71.7/53.2 67.6/49.1
RemBERT 80.8 87.5 70.1 79.6/64.0 73.1/55.0 77.0/63.0
mT5-Small 67.5 82.4 50.5 58.1/425 546/37.1 352/232
mT5-Base 75.4 86.4 55.7 67.0/49.0 64.6/45.0 57.2/41.2
mT5-Large 81.1 88.9 58.5 77.8/615 71.2/51.7 69.9/52.2
mT5-XL 829 89.6 65.5 79.5/63.6 735/545 75.9/59.4
mT5-XXL 85.0 90.0 69.2 82.5/66.8 76.0/574 80.8/65.9
Translate-train (models fine-tuned on English data plus translations in all target languages)
XLM-R 82.6 90.4 - 80.2/659 72.8/543 66.5/47.7
FILTER + Self-Teaching  83.9 914 - 82.4/68.0 76.2/571.7 68.3/50.9
VECO 83.0 91.1 - 79.9/66.3 73.1/54.9 75.0/58.9
mT5-Small 64.7 79.9 - 64.3/495 56.6/38.8 48.2/34.0
mT5-Base 75.9 89.3 - 75.3/59.7 67.6/48.5 64.0/47.7
mT5-Large 81.8 91.2 - 81.2/659 739/55.2 71.1/549
mT5-XL 84.8 91.0 - 82.7/68.1 75.1/56.6 79.9/65.3
mT5-XXL 87.8 91.5 - 85.2/71.3 76.9/58.3 82.8/68.8
In-language multitask (models fine-tuned on gold data in all target languages)
mBERT - - 89.1 - - 77.6168.0
mT5-Small - - 83.4 - - 73.0/62.0
mT5-Base - - 854 - - 80.8/70.0
mT5-Large - - 88.4 - - 85.5/753
mT5-XL - - 90.9 - - 87.5/78.1
mT5-XXL - - 91.2 - - 88.5/79.1




@ Pre-training on dialogue data

Social media conversations (341GB)

User: How are things?

Meena: They're good. How about you?

User: I'm trying to decide what to watch

Meena: What are some of your favorite shows?

User: | like the Good Place

Meena: | haven't watched that. My favorite
shows are Supernatural, and Star Trek: TNG.

User: What is TNG?

Meena: The Next Generation

Evolved Transformer Encoder Block

Evolved Transformer Decoder Block
Evolved Transformer Decoder Block
Evolved Transformer Decoder Block
Evolved Transformer Decoder Block
Evolved Transformer Decoder Block
Evolved Transformer Decoder Block
Evolved Transformer Decoder Block
Evolved Transformer Decoder Block
Evolved Transformer Decoder Block
Evolved Transformer Decoder Block
Evolved Transformer Decoder Block

Evolved Transformer Decoder Block

Evolved Transformer Decoder Block

@ Meena: Open-Domain Dialogs (adiwardana et al., 2020)

O Activation
00 Normalization

0 Wide Convolution
O Attention
O Non-spatial Layer

Transformer Encoder Block Evolved Transformer Encoder Block

®
Conv 1x1: 512

Conv 1x1: 512

(8 Head Self Attention : 512 ]
®

O

(8 Head Self Attention : 512

Conv 1x1:512

Conv 1x1: 2048

@

(8 Head Self Attention : 512 |

]
(Conv 1x1: 2048 ] ( Conv 3x1:256 |

Gated Linear Unit : 512

both self-attention & wide convolution

Adiwardana, Daniel, Minh-Thang Luong, David R. So, Jamie Hall, Noah Fiedel, Romal Thoppilan, Zi Yang et al. "Towards a human-like open-domain chatbot." arXiv
preprint arXiv:2001.09977 (2020).



@ Meena (adiwardana et al., 2020)

® Human evaluation (SSA; sensibleness specificity average)

Sensibleness: the response makes sense

Specificity: the response is specific to the given context
That’s nice” - sensible, not specific

“I love tennis

Sensibleness and Specificity Average (SSA)

Humans

Meena

Mo«

Mitsuku

Cleverbot

DialoGPT

Xiaolce

Interactive SSA (%)

100

80 1

60 4

40

20 A

Human (86%)

Cleverbot (56%) Mitsuku (56%)

DialoGPT (48%)

Xiaolce (31%)

10 12 14 16 18
Perplexity

Adiwardana, Daniel, Minh-Thang Luong, David R. So, Jamie Hall, Noah Fiedel, Romal Thoppilan, Zi Yang et al. "Towards a human-like open-domain chatbot." arXiv

preprint arXiv:2001.09977 (2020).




® BlenderBot: Blending skills (rolier et al., 2020)

@ Pre-training: 1.5B conversations (model sizes: 90M, 2.7B, 9.4B)

@ Fine-tuning: BST (Blending skill talk) data
Personality (PersonaChat)
Knowledge (Wizard of Wikipedia)
Empathy (Empathetic Dialogues)
Blending all three (BST)

@ Generation strategy: retrieval and refine

| am glad that you can join this event ... </s>

t ot t 4
Bidirectional Encoder - Autoregressive Decoder
bttt t ottt I S t
Thank you inviting me to your party . <sep> | am happy to have you ... <s> | am glad that you can join this event ...

retrieved response / knowledge

Roller, Stephen, Emily Dinan, Naman Goyal, Da Ju, Mary Williamson, Yinhan Liu, Jing Xu et al. "Recipes for building an open-domain chatbot." arXiv
preprint arXiv:2004.13637 (2020).



@ BlenderBot 2.0 (chen et al., 2021)

@ Idea: incorporate internet search & long-term memory

Human BlenderBot 1.0 Human BlenderBot 2.0

@ My favorite TV show is Wandavision @ My favorite TV show is Wandavision

memory write: (partner) | like Wandavision. | watch TV.

I’'ve never heard of it. What kind of

show is it? Is it a reality show?

Who is your favorite character on

WandaVision? Mine is Elizabeth Olsen.

Moya Chen, Douwe Kiela, Mojtaba Komeili, Spencer Poff, Stephen Roller, Kurt Shuster, Arthur Szlam, Jason Weston, Jing Xu, Blog post, 2021.



@ BlenderBot 2.0 (chen et al. 2021)

@ Idea: incorporate internet search & long-term memory
Internet search (Wizard of the Internet)
Long-term memory (Multi-Session Chat)

The internet
A

search
D =y m-n > =D
.

Dialog {
history :
S -l
—— search
e QU -oee 8

Long-term A
memory

>
Read

A Write

Moya Chen, Douwe Kiela, Mojtaba Komeili, Spencer Poff, Stephen Roller, Kurt Shuster, Arthur Szlam, Jason Weston, Jing Xu, Blog post, 2021.


https://parl.ai/projects/sea
https://parl.ai/projects/msc

@ BlenderBot 2.0 (chen etal. 2021)

- F= h If we are talking Kanye, then | have to say The

. 5
‘ College Dropout.

| haven’t heard that one. I’ll have to check it

out. I’'m a big fan of 808’s and Heartbreak.

: r;° The College Dropout is his first album, you
' should really take a listen!

memory write: (self) | am a fan of 808s and Heartbreak.

search: Kanye West

| will definitely will! I’'m always looking for new

music to listen to.What other artists do you like?

Moya Chen, Douwe Kiela, Mojtaba Komeili, Spencer Poff, Stephen Roller, Kurt Shuster, Arthur Szlam, Jason Weston, Jing Xu, Blog post, 2021.



@® BlenderBot 2.0 (chenetal, 2021)

® Safety improvement: learning to generate an unsafe token after
generating the response on the

fer* you </s> POTENTIALLY_UNSAFE_

T S . T
Bidirectional Encoder - Autoregressive Decoder
A I tt
Thank you inviting me to your party . ... <s> f*** you

Moya Chen, Douwe Kiela, Mojtaba Komeili, Spencer Poff, Stephen Roller, Kurt Shuster, Arthur Szlam, Jason Weston, Jing Xu, Blog post, 2021.


https://parl.ai/projects/safety_recipes

@ BlenderBot 3.0 (kurt et al., 2022)

@ Training techniques

1.

SeeKeR (Search-engine->Knowledge->Response)
iteratively generates: (r——

a search query @ @

a knowledge sequence j

a final response [—— @6\
¥

o

Knowledge: According to
Sony Music’s CEO, the star
will be releasing her album in’

the first quarter of 2022.

In 2022, Beyoncé has plans to.. W

@

Kurt Shuster, Jing Xu, Mojtaba Komeili, Da Ju, Eric Michael Smith, Stephen Roller, Megan Ung, Moya Chen, Kushal Arora, Joshua Lane, Morteza
Behrooz, William Ngan, Spencer Poff, Naman Goyal, Arthur Szlam, Y-Lan Boureau, Melanie Kambadur, and Jason Weston, Blog post, 2022.

Response: release a new album early
in the year.




@ BlenderBot 3.0 (kurt et al., 2022)

/" LM Head

@ Training techniques |
. . ) ! v

2. Director: learn to avoid generating
undesirable sequences ; —

S~ _-

ContradiCtion Class Class Class L
repetition (next token: “sports”) @]@J @@J .[“;] [HQ

toxicity (next token: “you”) f

/" Class Head

[
i
s
1
I

(v

e ===

Next token probabilities
LM Class
the 0.2 0997
being 0.1 0.99 [
dogs 0.01 0.95[4
sports 0.25 0.05 b
you 0.22 0.05 i

:

Vocabulary

Class
Head

r
) ) e
\/_

Decoder Layer

Decoder Layer

Decoder Layer

!

l I ][IikeJ [sports] [ , ] [but] [dislike]

Kurt Shuster, Jing Xu, Mojtaba Komeili, Da Ju, Eric Michael Smith, Stephen Roller, Megan Ung, Moya Chen, Kushal Arora, Joshua Lane, Morteza
Behrooz, William Ngan, Spencer Poff, Naman Goyal, Arthur Szlam, Y-Lan Boureau, Melanie Kambadur, and Jason Weston, Blog post, 2022.



- @ BlenderBot 3.0 urtetal. 2022)

@ Idea: improving via real interactions with feedback

Kurt Shuster
Behrooz, Wi

Oh cool! That sounds relaxing and calming. Do you enjoy it? I've been
working on my new book all night, so that's what I'm up to right now.

| love yoga -- it calms my mind. What is your book about?

Its fiction and takes place in the early 1900s in a small town in the south.
It was inspired by a trip | took to Georgia last year. The main character
travels from New York City to Georgia after his brother dies, and he
meets some interesting people along the way!

That sounds really interesting. Have you published other books before?

Yes, this will be my 9th book. Mostly romance books though -
this is a little out of my comfort zone!

3, Morteza
2022.



@ Concluding Remarks

® Encoder

Bidirectional context
Examples: BERT and its variants

almiminln ® Decoder

W Language modeling; better for generation
Example: GPT, GPT-2, GPT-3, DialoGPT,
LaMDA

® Encoder-Decoder
Sequence-to-sequence model
Examples: Transformer, BART, T5, Meena,
BlenderBot



https://arxiv.org/pdf/2201.08239.pdf

