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Three Types of Model Pre-Training

◉ Encoder
○ Bidirectional context
○ Examples: BERT and its variants

◉ Decoder
○ Language modeling; better for generation

○ Example: GPT, GPT-2, GPT-3, DialoGPT,
LaMDA

◉ Encoder-Decoder
○ Sequence-to-sequence model

○ Examples: Transformer, BART, T5, Meena, 

BlenderBot
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BERT Variants

◉ Improvements to the BERT pretraining:
○ RoBERTa: mainly train BERT on more data and longer

○ SpanBERT: masking contiguous spans of words makes a harder, more useful 

pretraining task
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Need of Decoder

◉ Generation tasks
○ BERT and other pretrained encoders don’t naturally lead to autoregressive (1-word-

at-a-time) generation methods
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Pretrained Encoder

Vivian goes to [MASK] tasty tea

make / brew / craft

Pretrained Decoder

Vivian goes to make tasty tea

goes to make tasty tea
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GPT: Generative Pretrained Transformer
(Radford et al., 2018)

◉ Transformer decoder
○ Pre-trained on BooksCorpus (~7000 books; 5GB)

■ Transformer decoder with 12 layers

■ 768-dim hidden states, 3072-dim feed-forward hidden layers

■ BPE with 40,000 merges

7

Pretrained Decoder

Vivian goes to make tasty tea

goes to make tasty tea

Radford, Alec, Karthik Narasimhan, Tim Salimans, and Ilya Sutskever. "Improving language understanding by generative pre-training." (2018).



GPT: Generative Pretrained Transformer 
(Radford et al., 2018)

◉ Transformer decoder
○ Supervised fine-tuning for the target tasks

○ Next word prediction is kept during fine-tuning

8



GPT-2 (Radford et al., 2019)

◉ Transformer decoder
○ Pre-trained on more data

■ WebText from Raddit (40GB)

○ Good for NLG
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Radford, Alec, Jeffrey Wu, Rewon Child, David Luan, Dario Amodei, and Ilya Sutskever. "Language models are unsupervised multitask learners.“

OpenAI blog 1, no. 8 (2019): 9.



GPT-3 (Brown et al., 2020)

◉ Transformer decoder
○ Pre-trained on more data (45TB)

10

Brown, Tom, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared D. Kaplan, Prafulla Dhariwal, Arvind Neelakantan et al. "Language models are few-

shot learners." Advances in neural information processing systems 33 (2020): 1877-1901.

• Common Crawl: web data over 8 years (metadata & text with filtering)
• WebText2: web pages from all outbound Reddit links from posts with 3+ upvotes
• Books1 & Books2: internet-based books corpora
• Wikipedia: English pages



GPT-3 Training Cost11



Fine-Tuning v.s. In-Context Learning12

Model
pre-train

task-specific 

annotated data

unannotated 

data

Model
fine-tune

Model
fine-tune

Pre-Training & Fine-Tuning

Model
pre-train

Model
no learning

Model

Pre-Training & In-Context Learning

no learning



GPT-3 “In-Context” Learning13

題組一：詞彙與結構
本部分共15題，每題含一個空格。請就試題中 A、B、C、D 四個選項中
選出最適合題意的字或詞。

例：
It’s eight o’clock now. Sue ________ in her bedroom.

A. study

B. studies

C. studied

D. is studying

正確答案為D。

題型說明

少數範例



GPT-3 “In-Context” Learning

◉ Zero-Shot

◉ One-Shot

◉ Few-Shot

14

◉ Traditional Fine-Tuning



Benchmark 42 NLU Tasks15



NLU Performance in SuperGLUE16



NLG Performance

◉ Human identify if the article is generated
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NLG Performance

◉ Using a new word in a sentence (few-shot)
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OpenAI GPT Paradigm19

Model #Parameters Pre-Trained Data

GPT (Radford et al., 2018) 0.117 B 5GB

GPT-2 (Radford et al., 2019) 1.5 B 40GB

GPT-3 (Brown et al., 2020) 175 B 45TB



GPT-3 Alternative: GPT-J, BLOOM, OPT

◉ GPT-J: 6B model released by Eleuther AI
○ Better in code generation tasks

◉ BLOOM (BigScience Language Open-science Open-access Multilingual)
○ Multiple languages and programming codes

○ Model sizes: 176B, 7B, 3B, 1B, 1B, 560M 

◉ OPT (Open Pre-trained Transformers): models released by Meta
○ Model sizes: 175B (unpublic), 66B, 30B, 13B, 6.7B, 2.7B, 1.3B, 350M, 125M

20

Demo

https://6b.eleuther.ai/


DialoGPT (Zhang et al., 2020)

◉ Pre-training on dialogue data
○ 147M multi-turn dialogues from Reddit discussion threads (DSTC7)

21

Zhang, Yizhe, Siqi Sun, Michel Galley, Yen-Chun Chen, Chris Brockett, Xiang Gao, Jianfeng Gao, Jingjing Liu, and William B. Dolan. "DIALOGPT: 

Large-Scale Generative Pre-training for Conversational Response Generation." In Proc. of ACL: System Demonstrations, pp. 270-278. 2020.



LaMDA: Language Models for Dialog Applications 
(Thoppilan et al., 2022)

◉ Pre-training: multiple public dialogue data (1.56T words)
○ Input: conversation history

○ Output: a current utterance

22

User: What do you think of Jolin Tsai’s concert?

LaMDA: It’s awesome, and I really love her songs and dancing. Her 

albums have incorporated various social issues and inspired many people.

Did you know Jolin is the best-selling Taiwanese female recording artist 

since 2000 and received eight Golden Melody Awards.

Thoppilan, Romal, Daniel De Freitas, Jamie Hall, Noam Shazeer, Apoorv Kulshreshtha, Heng-Tze Cheng, Alicia Jin et al. "LaMDA: 

Language models for dialog applications." arXiv preprint arXiv:2201.08239 (2022).



LaMDA: Language Models for Dialog Applications

◉ Pre-training: multiple public dialogue data (1.56T words)

◉ Fine-tuning: Quality and Safety scores

○ Using one model for both generation and discrimination enables an efficient 

combined generate-and-discriminate procedure.

23

“What’s up? RESPONSE  not much. SENSIBLE 1” 

“What’s up? RESPONSE  not much.   INTERESTING 0” 

“What’s up? RESPONSE  not much. UNSAFE 0”

[sentinel][context] [response] [attribute-name] [rating]

Thoppilan, Romal, Daniel De Freitas, Jamie Hall, Noam Shazeer, Apoorv Kulshreshtha, Heng-Tze Cheng, Alicia Jin et al. "LaMDA: 

Language models for dialog applications." arXiv preprint arXiv:2201.08239 (2022).



LaMDA: Language Models for Dialog Applications

◉ Pre-training: multiple public dialogue data (1.56T words)
○ Input: conversation history

○ Output: a current utterance

24

User: What do you think of Jolin Tsai’s concert?

LaMDA: It’s awesome, and I really love her songs and dancing. Her 

albums have incorporated various social issues and inspired many people.

Did you know Jolin is the best-selling Taiwanese female recording artist 

since 2000 and received eight Golden Melody Awards.

Did you know Jolin is the best-selling Taiwanese female recording artist 

since 2000 and received eight Golden Melody Awards.

This basic model sometimes generates factually incorrect claims

Thoppilan, Romal, Daniel De Freitas, Jamie Hall, Noam Shazeer, Apoorv Kulshreshtha, Heng-Tze Cheng, Alicia Jin et al. "LaMDA: 

Language models for dialog applications." arXiv preprint arXiv:2201.08239 (2022).



LaMDA: Language Models for Dialog Applications

◉ Idea: teach LaMDA to use a search engine to validate or fix its claims

○ LaMDA-Base: original pre-trained one

○ LaMDA-Research: decide if using external tools and formulate the query

○ Tool Set (TS): external tools
■ Calculator: “135+7721”→ “7856”

■ Translator: “hello in French” → “Bonjour”

■ IR system: “How old is Rafael Nadal?” → “Rafael Nadal / Age / 35”

25

LaMDA-Base LaMDA-Research Tool Set 

(Search Engine)

LaMDA



LaMDA Goundedness

◉ Idea: teach LaMDA to use a search engine to validate or fix its claims

26

LaMDA-Base LaMDA-Research Tool Set 

(Search Engine)

LaMDA

User→Base: When was the Eiffel Tower built?



LaMDA Goundedness

◉ Idea: teach LaMDA to use a search engine to validate or fix its claims
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LaMDA-Base LaMDA-Research Tool Set 

(Search Engine)

LaMDA

User→Base: When was the Eiffel Tower built?

Base→Research: It was constructed in 1887.



LaMDA Goundedness

◉ Idea: teach LaMDA to use a search engine to validate or fix its claims
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LaMDA-Base LaMDA-Research Tool Set 

(Search Engine)

LaMDA

User→Base: When was the Eiffel Tower built?

Base→Research: It was constructed in 1887.

Research→TS: Eiffel Tower construction date



LaMDA Goundedness

◉ Idea: teach LaMDA to use a search engine to validate or fix its claims
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LaMDA-Base LaMDA-Research Tool Set 

(Search Engine)

LaMDA

User→Base: When was the Eiffel Tower built?

Base→Research: It was constructed in 1887.

Research→TS: Eiffel Tower construction date

TS→Research: 15 essential things to know about the Eiffel Tower | The Eiffel Tower was built in record time: 2 

years, 2 months and 5 days. From late January 1887 to March 31, 1889. … | https://www.toureiffel.paris 



LaMDA Goundedness

◉ Idea: teach LaMDA to use a search engine to validate or fix its claims
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LaMDA-Base LaMDA-Research Tool Set 

(Search Engine)

LaMDA

User→Base: When was the Eiffel Tower built?

Base→Research: It was constructed in 1887.

Research→TS: Eiffel Tower construction date

TS→Research: 15 essential things to know about the Eiffel Tower | The Eiffel Tower was built in record time: 2 

years, 2 months and 5 days. From late January 1887 to March 31, 1889. … | https://www.toureiffel.paris 

Research→User: Work started on it in January 1887 and it was opened in March 1889.



LaMDA Goundedness31

“When was the Eiffel Tower built?”

LaMDA to user: Hi, how can I help 

you today? <EOS> […] user to 

LaMDA: When was the Eiffel Tower 

built? <EOS>

:

TS to LaMDA-Research: Eiffel Tower 

/ construction started: 28 January 

1887 <EOS>

:

TS to LaMDA-Research: Eiffel Tower 

/ date opened 31 March 1889 <EOS>

:

LaMDA-Base to LaMDA-Research: It 

was constructed in 1887. <EOS>

LaMDA-Base It was constructed in 1887.

LaMDA-Research
TS, Eiffel Tower 

construction date

LaMDA-Research
TS, Eiffel Tower complete 

when

LaMDA-Research
User, Work started on it in January 

1887, and it was opened in March 1889.

TS
Eiffel Tower / construction started: 

28 January 1887

TS
Eiffel Tower / date opened: 31 

March 1889



LaMDA: Language Models for Dialog Applications

◉ Fine-tuning for external knowledge via a tool set (TS)
○ Calculator: “135+7721”→ “7856”

○ Translator: “hello in French” → “Bonjour”

○ IR system: “How old is Rafael Nadal?” → “Rafael Nadal / Age / 35”

◉ 40K dialog turns (generative data) are labeled ‘correct’ or ‘incorrect’ for 

the ranking task (discriminative data)

32

context + base → “TS, Rafael Nadal’s age”

• snippet: “He is 31 years old right now” + “Rafael Nadal / Age / 35”

context + base + query + snippet → “User, He is 35 years old right now”

context + base + query + snippet → “TS, Rafael Nadal’s favorite song”



Three Types of Model Pre-Training

◉ Encoder
○ Bidirectional context
○ Examples: BERT and its variants

◉ Decoder
○ Language modeling; better for generation
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○ Examples: Transformer, BART, T5, Meena, 

BlenderBot
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Encoder-Decoder Pre-Training

◉ The encoder portion benefits from bidirectional context; the decoder 

portion is used to train the whole model through language modeling.

◉ Pre-training objective: span corruption (denoising)
○ implemented in preprocessing

○ similar to language modeling at the decoder side

34

Thank you for inviting me to your party last week



Denoising for Pre-Training

◉ BART: output the whole sentence

◉ T5: output the missing parts

35

Bidirectional Encoder Autoregressive Decoder

Thank you <X> me to your party <Y> week

Bidirectional Encoder Autoregressive Decoder

Thank you ___ me to your party ___ week

<X> for inviting <Y> last <Z> </s>

……

<s> <X> for inviting <Y> last <Z>

……

Thank you for inviting me to your party last week </s>

……

<s> Thank you for inviting me to your party last week

……

Thank you for inviting me to your party last week



Fine-Tuning for Classification

◉ BART: repeat input in decoder

◉ T5: treat it as a seq2seq task

36

Bidirectional Encoder Autoregressive Decoder

A    B    C    D    E <s> A    B    C    D    E

label

Bidirectional Encoder Autoregressive Decoder

A    B    C    D    E <s>

label



Diverse Noises in BART37



Effectiveness of Denoising in T538



T5: Text-to-Text Transfer Transformer

◉ Multi-task pre-training: learning multiple tasks via seq2seq

39



BART v.s. T5

◉ Differences
○ Training data size: BART > T5 (about 2x)

○ Model size: 
■ BART-large: 12 encoder, 12 decoder, 1024 hidden

■ T5-base: 12encoder, 12decoder, 768 hidden, 220M parameters (2x BERT-base)

■ T5-large: 24encoder, 24decoder, 1024hidden, 770M parameters

○ Position encoding: learnable absolute position (BART) & relative position (T5)

◉ Understanding performance

◉ Generation performance (summarization)

40

SQuAD MNLI SST QQP QNLI STS-B RTE MRPC CoLA

BART 88.8 / 94.6 89.9 / 90.1 96.6 92.5 94.9 91.2 87.2 90.4 62.8

T5 86.7 / 93.8 89.9 / 89.6 96.3 89.9 94.8 89.9 87.0 89.9 61.2

CNN/DailyMail ROUGE-1 ROUGE-2 ROUGE-3

BART 45.14 21.28 37.25

T5 42.50 20.68 39.75



mBART: Multilingual BART41



mT5: Multilingual T542



Meena: Open-Domain Dialogs (Adiwardana et al., 2020)

◉ Pre-training on dialogue data
○ Social media conversations (341GB)

43

Adiwardana, Daniel, Minh-Thang Luong, David R. So, Jamie Hall, Noah Fiedel, Romal Thoppilan, Zi Yang et al. "Towards a human-like open-domain chatbot." arXiv

preprint arXiv:2001.09977 (2020).

both self-attention & wide convolution



Meena (Adiwardana et al., 2020)

◉ Human evaluation (SSA; sensibleness specificity average)
○ Sensibleness: the response makes sense

○ Specificity: the response is specific to the given context
■ “I love tennis” “That’s nice” → sensible, not specific

44

Adiwardana, Daniel, Minh-Thang Luong, David R. So, Jamie Hall, Noah Fiedel, Romal Thoppilan, Zi Yang et al. "Towards a human-like open-domain chatbot." arXiv

preprint arXiv:2001.09977 (2020).



BlenderBot: Blending skills (Roller et al., 2020)

◉ Pre-training: 1.5B conversations (model sizes: 90M, 2.7B, 9.4B)

◉ Fine-tuning: BST (Blending skill talk) data
○ Personality (PersonaChat)

○ Knowledge (Wizard of Wikipedia)

○ Empathy (Empathetic Dialogues)

○ Blending all three (BST)

◉ Generation strategy: retrieval and refine

45

Roller, Stephen, Emily Dinan, Naman Goyal, Da Ju, Mary Williamson, Yinhan Liu, Jing Xu et al. "Recipes for building an open-domain chatbot." arXiv

preprint arXiv:2004.13637 (2020).

Bidirectional Encoder Autoregressive Decoder

Thank you inviting me to your party . <sep> I am happy to have you …

I am glad that you can join this event … </s>

……

<s>  I am glad that you can join this event …

……

retrieved response / knowledge



BlenderBot 2.0 (Chen et al., 2021)

◉ Idea: incorporate internet search & long-term memory

46

Moya Chen, Douwe Kiela, Mojtaba Komeili, Spencer Poff, Stephen Roller, Kurt Shuster, Arthur Szlam, Jason Weston, Jing Xu, Blog post, 2021.



BlenderBot 2.0 (Chen et al., 2021)

◉ Idea: incorporate internet search & long-term memory
○ Internet search (Wizard of the Internet)

○ Long-term memory (Multi-Session Chat)

47

Moya Chen, Douwe Kiela, Mojtaba Komeili, Spencer Poff, Stephen Roller, Kurt Shuster, Arthur Szlam, Jason Weston, Jing Xu, Blog post, 2021.

https://parl.ai/projects/sea
https://parl.ai/projects/msc


BlenderBot 2.0 (Chen et al., 2021)48

Moya Chen, Douwe Kiela, Mojtaba Komeili, Spencer Poff, Stephen Roller, Kurt Shuster, Arthur Szlam, Jason Weston, Jing Xu, Blog post, 2021.



BlenderBot 2.0 (Chen et al., 2021)

◉ Safety improvement: learning to generate an unsafe token after 

generating the response on the BAD dataset

49

Moya Chen, Douwe Kiela, Mojtaba Komeili, Spencer Poff, Stephen Roller, Kurt Shuster, Arthur Szlam, Jason Weston, Jing Xu, Blog post, 2021.

Bidirectional Encoder Autoregressive Decoder

Thank you inviting me to your party . …

f*** you </s> _POTENTIALLY_UNSAFE_

……

<s>  f*** you

……

https://parl.ai/projects/safety_recipes


BlenderBot 3.0 (Kurt et al., 2022)50

◉ Training techniques

1. SeeKeR (Search-engine→Knowledge→Response)

iteratively generates: 

 a search query

 a knowledge sequence

 a final response

Kurt Shuster, Jing Xu, Mojtaba Komeili, Da Ju, Eric Michael Smith, Stephen Roller, Megan Ung, Moya Chen, Kushal Arora, Joshua Lane, Morteza

Behrooz, William Ngan, Spencer Poff, Naman Goyal, Arthur Szlam, Y-Lan Boureau, Melanie Kambadur, and Jason Weston, Blog post, 2022.



BlenderBot 3.0 (Kurt et al., 2022)51

Kurt Shuster, Jing Xu, Mojtaba Komeili, Da Ju, Eric Michael Smith, Stephen Roller, Megan Ung, Moya Chen, Kushal Arora, Joshua Lane, Morteza

Behrooz, William Ngan, Spencer Poff, Naman Goyal, Arthur Szlam, Y-Lan Boureau, Melanie Kambadur, and Jason Weston, Blog post, 2022.

◉ Training techniques

2. Director: learn to avoid generating 

undesirable sequences 
○ contradiction

○ repetition (next token: “sports”)

○ toxicity (next token: “you”)



BlenderBot 3.0 (Kurt et al., 2022)52

◉ Idea: improving via real interactions with feedback

Kurt Shuster, Jing Xu, Mojtaba Komeili, Da Ju, Eric Michael Smith, Stephen Roller, Megan Ung, Moya Chen, Kushal Arora, Joshua Lane, Morteza

Behrooz, William Ngan, Spencer Poff, Naman Goyal, Arthur Szlam, Y-Lan Boureau, Melanie Kambadur, and Jason Weston, Blog post, 2022.



Concluding Remarks

◉ Encoder
○ Bidirectional context
○ Examples: BERT and its variants

◉ Decoder
○ Language modeling; better for generation

○ Example: GPT, GPT-2, GPT-3, DialoGPT, 
LaMDA

◉ Encoder-Decoder
○ Sequence-to-sequence model

○ Examples: Transformer, BART, T5, Meena, 

BlenderBot
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