Course: Algorithms for Biological Sequence Analysis   Instructor: Kun-Mao Chao

Midterm exam. April 14, 2004  (兩面都有試題)

Note: Both the correctness and efficiency of your algorithms will be evaluated.

1. (15%) Computer analysis of newly determined DNA sequences usually includes a task to identify C + G-rich regions. One reasonable scheme to measure the C + G richness of a region is the scoring expression 
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, where x is the C + G count of the region, l is the length of the region, and p is a positive ratio constant. Given a ratio 0 < p <1, a length cutoff L, and a DNA sequence, i.e. a string of the four letters A, C, G, and T, design an algorithm to report the score of the region of length at least L, which maximizes the expression 
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. For example, if p = 0.6, L = 5, and the given DNA sequence is GACGTCCCAGCAACAAA, the C + G-richest region of length at least L under this measurement is the region from position 3 to position 11, i.e., CGTCCCAGC. This region contains 5 C’s and 2 G’s, thus the C + G count is 7. Its score is 
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. This is the highest score of any region of length at least 5.

2. (15%) Given a lower bound L and a set of n distinct positive numbers, we wish to report the smallest subset (in the sense that the cardinality of the subset is minimized) such that the sum of the elements in the subset is at least L. One way is to sort them and add to the subset from the largest to the lowest until their sum is no less than L. This approach would take O(n log n) time. Give a linear time algorithm for this problem.

3. (15%) Assume the following scoring scheme:
    A match is given a bonus +8;
    A mismatch is penalized by –5;
    A gap of length between 1 and 20 is given a constant penalty -20;
    A gap of length between 21 and 100 is given a constant penalty -30;
    A gap of length more than 100 is given a constant penalty -40;
Give the recurrences for computing the score of an optimal global alignment.

4. (15%) Describe Hirschberg’s linear-space ideas for delivering an optimal alignment. Explain why the time complexity remains the same as that of merely computing the score of an optimal alignment. Show that directly applying this approach to a band might cause an additional log n factor in time, where n is the sequence length.
5. (20%) Consider the problem of computing Δ-points of two sequences of lengths M and N. (a) Describe a method that works in O(MN log min{M,N}) time and O(M+N) working space
6. ; (b) Describe a method that works in O(MN) time and O(M+
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N) working space.
6. (20%) Consider the following coin-tossing problem:










(a) Use the Viterbi algorithm to compute the most probable path for the sequence HTHH. Show the matrix. Give the state path and its probability.
(b) Use the forward algorithm to determine the probability of the sequence HTHH. Show the matrix and give the probability of the sequence.
(c) Use the backward algorithm to determine the probability that T in the second toss is by a fair coin.
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