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Aligning simultaneously several sequences is among the most important prob-
lems in computational molecular biology. It finds many applications in computa-
tional genomics and molecular evolution

This note is divided into four sections. Section 1 gives a definition of multiple
sequence alignment and depicts a multiple alignment of three sequences.

There are several models for assessing the score of a given multiple sequence
alignment. The most popular ones are sum-of-pairs (SP), tree alignment, and
consensus alignment. In Section 2, we focus our discussion on the SP alignment
scoring scheme.

Section 3 considers the problem of aligning three sequences based on the SP
alignment model. An exact multiple alignment algorithm is given for such a prob-
lem.

For many applications of multiple alignment, more efficient heuristic methods
are often required. Among them, most methods adopt the approach of “progres-
sive” pairwise alignments introduced in Section 4. It iteratively merges the most
similar pairs of sequences/alignments following the principle “once a gap, always

agap.”



Si: TTATTTCACC-----CTTATATCA
S TCCTTTCA-------- TGATATCA
S T--TTTCACCGACATCAGATAAAA

Figure 1: A sample of multiple sequence alignment.

1 Aligning Multiple Sequences

Simultaneous alignment of several sequences is among the most important prob-
lems in computational molecular biology. Its purpose is to reveal the biological
relationship among multiple sequences. For example, it can be used to locate con-
servative regions, study gene regulation, and to infer evolutionary relationship of
genes or proteins.

Recall the definition of a pairwise alignment given in our previous note. An
alignmentof two sequences is obtained by inserting some number (perhaps 0) of
spaces, denoted by dashes, in each sequence to yield padded sequences of equal
length, then placing the first padded sequence above the other. To emphasize that
all sequence entries are required to appear in the alignment, we use tlybdieahn
(as opposed ttocal). Each column of an alignment is called aligned pair. In
general, we require that an alignment does not contain two spaces in a column,
which we call thenull column In context where null columns are permitted the
termquasi-alignmenis used to emphasize that the ban on null columns has been
temporarily lifted.

Assume that we are gives, S, ..., Sy, each of which is a sequence of
“letters.” A multiple alignment of these sequences isyar n array of letters and
dashes, such that no column consisting entirely of dashes, and removing dashes
from rowi leaves the sequen&efor 1 <i < m. For each pair of sequences, Sy
andS;, rowsi andj of them-way alignment constitute a pairwise quasi-alignment
of § andSj; removing any null columns produces a pairwise alignment of these
sequences. Figure 1 gives a multiple alignment of three sequences:

2 Scoring Multiple Sequence Alignment

For any two given sequences, there are numerous alignments of those sequences.
To make explicit the criteria for preferring one alignment over another, we define
a score for each alignment. The higher the score is, the better the alignment is.



Let us review the scoring scheme given in Sectidn First, we assign a score
denotedo(x,y) to each aligned pai( § ) In the cases that ory is a space,

o(x,y) = —B. Score functioro depends only on the contents of the two locations,
not their positions within the sequences. Thaiss,y) does not depend on where

the particular symbols occur. However, it should be noted that there are situations
where position-dependent scores are quite appropriate. Similar remarks hold for
the gap penalties defined below.

The other ingredient for scoring pairwise alignments is a congtgmopening
penalty denotedx, that is assessed for each gap in the alignmegéjas defined
as arun of spaces in arow of the alignment that is terminated by either a non-space
symbol or an end of the row. Gap penalties are charged so that a single gap of
length, sayk will be preferred to several gaps of total lengttwhich is desirable
since a gap can be created in a single evolutionary event. Occasionally, a different
scoring criterion will be applied tend-gapsi.e., gaps that are terminated by an
end of the row. The score of an alignment is defined as the sunvafues for all
aligned pairs, minug times the number of gaps.

Selection of the scoring parametersanda is often a major factor affecting
the usefulness of the computed alignments. Ideally, alignments are determined in
such a way that sequence regions serving no important function, and hence evolv-
ing freely, should not align, whereas regions subject to purifying selection retain
sufficient similarity that they satisfy the criteria for alignment. The chosen align-
ment scoring scheme determines which regions will be considered non-aligning
and what relationships will be assigned between aligning regions. Appropriate-
ness of scoring parameters depends on several factors, including evolutionary dis-
tance between the species being compared.

When simultaneously aligning more than two sequences, we want knowledge
of appropriate parameters for pairwise alignment to lead immediately to appro-
priate settings for the multiple-alignment scoring parameters. Thus, one might
desire a scoring scheme for multiple alignments that is intimately related to their
induced pairwise alignment scores. Of course, it is also necessary that the ap-
proach be amenable to a multiple-alignment algorithm that is reasonably efficient
with computer resourcese., time and space.

There are several models for assessing the score of a given multiple sequence
alignment. The most popular ones are sum-of-pairs (SP), tree alignment, and con-
sensus alignment. We focus our discussion on the SP alignment scoring scheme.

To attain this tight coupling of pairwise and multiple alignment scores at a
reasonable expense, many multiple alignment tools have adopt&Pthabsti-
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S TTATTTCACCCTTATATCA

S: TCCTTTCA---TGATATCA
M3

S TTATTTCACC----- CTTATATCA

X T--TTTCACCGACATCAGATAAAA
Mo3

)

S TCCTTTCA-------- TGATATCA
S T--TTTCACCGACATCAGATAAAA

Figure 2: Three pairwise alignments induced by the multiple alignment in Fig-
ure 1.

tution scores and quasi-natural gap costs. Some notation will help for a precise
description of these ideas.

Scores for multiple alignments are based on pairwise alignment scores, which
we described above. With anrway alignmenfl, we would like to determine ap-
propriate parameters for the score, Smopre j, for pairwise alignments between
S andS; (i.e., theith andjth sequences), then set

(SP) Scorél) = Z Score(M; ),

i<)

whererl; j is the pairwise alignment & andS;j induced byl (see Figure 2).

The projected substitution costs of SP-alignments can be computed easily.
However, strictly computing the imposed affine gap costs results in undesirable
algorithmic complexity. The complications come from the fact that we may have
to save a huge number of the relevant histories in order to decide if we need to
charge a gap opening-up penalty for a given deletion (or insertion) pair. Altschul
further observed that this complexity of saving all possible relevant histories can
be reduced dramatically if for every pair of rows of imeway alignment we as-
sess an additional gap penalty for each “quasi-gap,” defined as follows. Fix a pair
of rows and consider a ga@, in the corresponding pairwise quasi-alignment, i.e.,

a run of consecutive gap symbols occurring in one of the rows (the run should be
extended in both directions until it hits a letter or the end of the sequence). If at
least one space i@ is aligned with a letter in the other row, th@xorresponds to
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Si: TTATTTCACC-----CTTATATCA
S TCCTTTCA-------- TGATATCA

Figure 3: A quasi-alignment dil (in Figure 1) projected oi%; and S, without
discarding null columns.

a gap in the pairwise alignment (i.e., after discarding null columns), and hence is
penalized. The other possibility is that every spac@ is aligned with a space in
the other sequence. If the gap in the other sequence starts strictly before and ends
strictly afterG, thenG is called aquasi-gapand is penalized. For example, the
gap inS of Figure 3 is a quasi-gap in a projected alignment without discarding
null columns. Inf4, of Figure 2, there is only one deletion gap counted. But in
practical implementation, we might assess two gap penalties since an additional
guasi-gap penalty might be imposed. If either en&as$ aligned to an end of the
gap in the other sequence, then the gap is not penalized.

In summary, a multiple alignment is scored as follows. For each pair of rows,
say rows andj, fix appropriate substitution scores; and a gap costj j. Then
the score for the multiple alignment is determined by equation (SP), where each
Scorg(M; j) is found by adding the values for non-null columns of the pairwise
guasi-alignment, and subtracting a gap penalfgr each gap and each quasi-gap.

3 An Exact Method for Aligning Three Sequences

The pairwise alignment algorithms introduced in our previous note can be easily
extended to align for more than two sequences. Consider the problem of aligning
three sequences = ajay...an,, B =biby...bn,, andC = c;C;...cn, based on

the SP alignment model. L&ty andz be any alphabet symbol or a gap symbol.
Assume that a simple scoring scheme for pairwise alignment is imposed where a

scorex(x,y) is defined for each aligned p{r? ) Let ¢(X,y,z) be the score of

X
an aligned column| y |. The scorep(x,y,z) can be computed as the sum of
z
X(%Y), X(x,2), andx(y,2).
Let §i, j, k] denote the score of an optimal alignmentgd, ... &, biby...bj,
andciCy. .. ck. With proper initializationsgi, j, k] for 1 <i<nj, 1< j <np, and



1 < k < ng can be computed by the following recurrence.

( S[I_lajak]+(p< )7
Si, j =LK+ (- 7bJ> ),
S[I J k— 1]+(p( 7_7C>7
S, j,k =maxq¢ Sfi,j —Lk—1]+¢(—,bj,c),
Si - 1Jk 1]+ o(a;, ,C)
Si—1,j-1K+o(a,bj, ),
\ S[i—l,j 1k 1]+ @(a&, bj, cy).

The valueSn;, ny, ng] is the score of an optimal multiple alignment Af B,
andC. The three-dimensional dynamic-programming matrix cont@ifrg nonz)
entries, and each entry takes the maximum value fror@thel = 7 possible en-
tering edges. All possible combinationsg#alues can be computed in advance.
Thus, we can align three sequences of lengihs, andnz in O(ninynz) time.

Following this approach, one can easily derive{n™2™)-time algorithm for
constructingn-way alignment of lengtim. This exact method in general requires
too much time and space to be practical for DNA sequences of average length. Not
to mention that there are a lot more possible entering edges (configurations) for
each entry if affine gap penalties or affine quasi-gap penalties are used. Further-
more, the multiple sequence alignment has been shown to be NP-hard, meaning
that there is no polynomial-time algorithm for it unless NP=P.

Despite the intractability of the multiple alignment problem, some researchers
proposed “efficient” exact methods by pruning the dynamic-programming matrix
with some optimal score lower bound. These exact methods have been proved to
be useful in certain context.

4 Progressive Alignment

For many applications of multiple alignment, more efficient heuristic methods are
often required. Among them, most methods adopt the approach of “progressive”
pairwise alignments proposed by Feng and Doolittle (1987). It iteratively merges
the most similar pairs of sequences/alignments following the principle “once a
gap, always a gap.” Thus, later steps of the process align two “sequences,” one
or both of which can themselves be an alignmeset, sequence of fixed-height
columns.

In aligning two pairwise alignments, the columns of each given pairwise align-
ment are treated as “symbols,” and these sequences of symbols are aligned by

6



GAATC

GGA - T
GC-TC
O <
A- - -¢C
QO
C GAATC
GGA - T
(OO

Figure 4. Aligning two alignments.

padding each sequence with appropriate-sized columns containing only dash sym-
bols. It is quite helpful to recast the problem of aligning two alignments as an
equivalent problem of finding a maximum-scoring path in an alignment graph.
For example, the path depicted in Figure 4 corresponds to a 4-way alignment.
This alternative formulation allows the problem to be visualized in a way that
permits the use of geometric intuition. We find this visual imagery critical for
keeping track of the low-level details that arise in development and implementa-
tion of alignment algorithms.

Each step of the progressive alignment procedure produces an alignment that
is highest-scoring relative to the chosen scoring scheme subject to the constraint
that columns of the two smaller alignments being combined are treated as indi-
visible “symbols.” Thus, the relationships between entries of two of the original
sequences are fixed at the first step that aligns those sequences or alignments con-
taining those sequences.

For that reason, it is wise to first compute the pairwise alignments that warrant
the most confidence, then combine those into multiple alignments. Though each
step is performed optimally, there is no guarantee that the resulting multiple align-
ment is highest-scoring over all possible ways of aligning the given sequences.
An appropriate order for progressive alignment is very critical for the success of a
multiple alignment program. This order can either be determined by the guide tree
constructed from the distance matrix of all pairs of sequences, or can be inferred
directly from an evolutionary tree for those sequences. In any case, the progressive
alignment algorithm invokes the “generalized” pairwise alignnmeatl times for
constructing amway alignment, and its time complexity is roughly the order of
the time for computing alD(n?) pairwise alignments.



