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Cost-Sensitive Binary Classification

Is This Your Fingerprint?

, @
» /4
you intruder

¢ a binary classification problem
—qgrouping “fingerprint pictures” into two different “categories”

C’mon, we know about
binary classification all too well! :-)

Hsuan-Tien Lin (NTU CSIE) Cost-Sensitive Classification: Algorithms and Advances 3/99



Cost-Sensitive Binary Classification
Supervised Machine Learning

truth f(x) + noise e(x)

,,,,,,, l

(picture, category) pairs examples (picture x,, category y,)

good : good
— decision Eag;;tnhgm — decision
function 9 function
a(x) ~ f(x)
possibilities learning model {h(x)}
how to evaluate whether g(x) ~ f(x)? )
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Cost-Sensitive Binary Classification

Performance Evaluation

Fingerprint Verification

+1 you
f —>

—1 intruder

example/figure borrowed from Amazon ML best-seller textbook

“Learning from Data” (Abu-Mostafa, Magdon-Ismail, . 2013)
b

two types of error: false accept and false reject

g g
+1 -1 +1 -1
; +1 false reject ; +1 | 1
-1 | false accept -1 1
simplest choice:
penalizes both types equally and calculate average penalties J
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Cost-Sensitive Binary Classification

Fingerprint Verification for Supermarket

Fingerprint Verification

—1 intruder

+1 you
f —>

two types of error: false accept and false reject

g g9
+1 -1 +1 -
+1 no error false reject +1 | 0 10
f f
-1 | false accept  no error -1 ] 1 0

supermarket: fingerprint for discount
false reject: very unhappy customer, lose future business
false accept: give a minor discount, intruder left fingerprint :-)
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Cost-Sensitive Binary Classification

Fingerprint Verification for CIA

Fingerprint Verification

+1 you
f —>

—1 intruder

two types of error: false accept and false reject

g9 g
+1 -1 +1 -
p +1 no error false reject f +1 0 1
-1 | false accept  no error -1 | 1000 O

CIA: fingerprint for entrance
false accept: very serious consequences!
false reject: unhappy employee, but so what? :-)
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Cost-Sensitive Binary Classification

Regular Binary Classification

penalizes both
types

in-sample error for any hypothesis h

Ein(h) = N \}’g_l # h(xp)

f(xn)+noise

Eout(h) = €& y # h(x)
(%) ~~

f(x)-+noise

well-studied in machine learning

regular binary classification:
—ya, we know! :-)
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Cost-Sensitive Binary Classification

Class-Weighted Cost-Sensitive Binary Classification

Supermarkel Cos!

(Error, Loss, ...)

En(h) = N;{ 1 ify,,=—1}

[y # h(xn)]

out-of-sample

~ 10 ify=+1
Foutlh) = (x‘?y){ 1 ify:—1}
[y # h(x)]

class-weighted cost-sensitive binary classification: different
‘weight’ for different y
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Cost-Sensitive Binary Classification

Setup: Class-Weighted Cost-Sensitive Binary Classification

N examples, each
(input xp, label y,) € X x {—1,+1}

and weights w., |

representing the two entries of the cost matrix

Goal

a classifier g(x) that

pays a small cost wy [y # g(x)]

on future unseen example (x, y), i.e., achieves low Eyt(9)

regular classification: w,. = w (=1) J
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Cost-Sensitive Binary Classification

Supermarket Revisited

Fingerprint Verification

+1 you

—1 intruder

two types of error: false accept and false reject

g
+1 ’ 1 Ll
. big customer 0 100
+1 no error false reject f
f usual customer | O 10
-1 | false accept  no error .
intruder 1 0

supermarket: fingerprint for discount
big customer: really don’t want to lose her/his business
usual customer: don’t want to lose business, but not so serious
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Cost-Sensitive Binary Classification

Example-Weighted Cost-Sensitive Binary Classification

Supermarket Cos!

(Rows)
h(X) 1 N
1 '1 H = —_ .
bg 0700 Ein(h) N 2. L, Lyn # h(xn)]
y usual 0 10 n=1 importance
intruder 1 0
out-of-sample
Eout(h) = & w-[y# h(x)]
(x,y,w)

example-weighted cost-sensitive binary classification:
different w for different (x, y)
—seen this in AdaBoost? :-)
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Cost-Sensitive Binary Classification

Setup: Example-Weighted Cost-Sensitive Binary Classification

N examples, each (input x,, label y,) € X x {—1,+1}

and weight w, € R™

Goal

a classifier g(x) that

pays a small cost w [y # g(x)]

on future unseen example (x, y, w), i.e., achieves low Eqyui(9)

regular C class-weighted C example-weighted J
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Bayesian Perspective of Cost-Sensitive Binary Classification
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Bayesian Perspective of Cost-Sensitive Binary Classification

Key Idea: Conditional Probability Estimator
Goal (Class-Weighted Setup)

a classifier g(x) that | pays a small cost w, [y # g(x)] | on future
unseen example (x, y)

« expected error for predicting +1 on x: w_P(—1|x)
» expected error for predicting -1 on x: w P(+1|x)

if p(x) ~ P(+1|x) well
approximately good gp(X) =

Bayes optimal g*(x) =

sign<w+P(+1 IX) — w_P(-1 \x)) sign(w+p(x) —w_(1- p(x)))

how to get conditional probability estimator p?
logistic regression, Naive Bayes, ... J
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Bayesian Perspective of Cost-Sensitive Binary Classification

Approximate Bayes-Optimal Decision
if p(x) ~ P(+1[x) well

approximately good gp(x) = sign (w+p(x) —w_(1- p(x)))

that is (Elkan, 2001),

gp(x) = +1 iff wyp(x) —w_(1—p(x)) >0

. w_
iff  p(x) > T L for supermarket; 139 for CIA

Approximate Bayes-Optimal Decision (ABOD) Approach

use your favorite algorithm on {(Xn, y»)} to get p(x) ~ P(+1|x)
for each new input x, predict its class using
9p(X) = sign(p(x) — W)

‘simplest’ approach:
probability estimate + threshold changing J
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Bayesian Perspective of Cost-Sensitive Binary Classification

ABOD on Artificial Data

use your favorite algorithm on {(xn, y»)} to get p(x) ~ P(+1|x)

for each new input x, predict its class using
9p(X) = sign(p(x) — ﬁ)

oo ° oo °
0l o % LogReg oo LY
o o
* o%@" — . o%@"
x@‘ox* x x@‘ox* x
oo © oo ©
0x% o 0x % o +1 9 A
oo @ [e) o0 @ [e)
——e™ B> S
y
x@‘o"x X 0x x -1 1
regular supermarket
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Bayesian Perspective of Cost-Sensitive Binary Classification

Pros and Cons of ABOD

» optimal: if good probability estimate: p(x) really close to P(+1|x)

e simple: training (probability estimate) unchanged,
and prediction (threshold) changed only a little

Cons

o ‘difficult’: good probability estimate often more difficult
than good binary classification

e ‘restricted’: only applicable to class-weighted setup
—need ‘full picture’ of cost matrix

approach for the example-weighted setup? )
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Non-Bayesian Perspective of Cost-Sensitive Binary Classification
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Non-Bayesian Perspective of Cost-Sensitive Binary Classification

Key ldea: Example Weight = Copying

a classifier g(x) that

pays a small cost w [y # g(x)]

on future unseen example (x, y, w)

wrong prediction charged by w wrong prediction charged by 1
—regular classification

how to copy? over-sampling J
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Non-Bayesian Perspective of Cost-Sensitive Binary Classification

Example-Weighted Classification by Over-Sampling
copy each (x,, y,) for w, times |

original problem equivalent problem

evaluate with evaluate with
h(x) h(x)
+1 - +1 -1
big 0 100 big 0 1
y usual 0 10 y usual 0 1
intruder 1 0 intruder 1 0
(xq,-1,1) (x1,-1)
(X2,+1,10) (X2,+1), Ceey (X2,+1)
(X3,+1,100) (X3,+1), Ceey (X3,+1), Ceey (X3,+1)
(X4,+1,10) (Xg,+1), .., (Xq,+1)
(X5,-1,1) (X5)_1)
how to learn a good g for RHS?
SVM, NNet, . ..
21/99
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Non-Bayesian Perspective of Cost-Sensitive Binary Classification

Cost-Proportionate Example Weighting

Cost-Proportionate Example Weighting (CPEW) Approach
effectively transform {(X, yn, Wn)} to {(Xm, ym)} such that the
‘copies’ of (Xp, yn) in {(Xm, ym)} is proportional to wj,

over/under-sampling with normalized w;, (Elkan, 2001)

under-sampling by rejection (zadrozny, 2003)

modify existing algorithms equivalently (zadrozny, 2003)
use your favorite algorithm on {(x,, y»)} to get binary
classifier g(x)

for each new input x, predict its class using g(x)

simple and general:
very popular for cost-sensitive binary classification J
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Non-Bayesian Perspective of Cost-Sensitive Binary Classification

CPEW by Modification

effectively transform {(xn, yn, Wn)} to {(Xm, ¥m)} such that the
‘copies’ of (Xp, yn) in {(Xm, ym)} is proportional to wj,

modify existing algorithms equivalently (zadrozny, 2003)
use your favorite algorithm on {(X, ym)} to get binary
classifier g(x)

for each new input x, predict its class using g(x)

Regular Linear SVM Modified Linear SVM
} 1 N ) 1 N
o g cn Wp o pwa Ot
&n = max (1 — yn({W, xn) + b),0) &n = max (1 — yn({W, Xn) + b),0)
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Non-Bayesian Perspective of Cost-Sensitive Binary Classification

CPEW by Modification on Artificial Data

effectively transform {(Xn, yn, Wn)} to {(Xm, ¥m)} by modifying
existing algorithms equivalently (zadrozny, 2003)

use your favorite algorithm on {(Xm, ym)} to get g(x)
for each new input x, predict its class using g(x)

mo_d|>fy

+1 -1

+1 ‘ 10

regular supermarket
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Non-Bayesian Perspective of Cost-Sensitive Binary Classification

CPEW by Rejection Sampling

COSTING Algorithm (zadrozny, 2003)

effectively transform {(X, yn, Wn)} to {(Xm, ym)} such that the

‘copies’ of (Xn, ¥n) in {(Xm, Ym)} is proportional to w;,
under-sampling by rejection (zadrozny, 2003)

use your favorite algorithm on {(Xm, ym)} to get binary

classifier g(x)

repeat @ and @ to get multiple g and aggregate them

for each new input x, predict its class using aggregated g(x)

commonly used when your favorite algorithm is a black box
rather than a white box J
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Non-Bayesian Perspective of Cost-Sensitive Binary Classification

Biased Personal Favorites

« CPEW by Modification if possible
o COSTING: fast training and stable performance
e ABOD if in the mood for Bayesian :-)
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Cost-Sensitive Multiclass Classification
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Cost-Sensitive Multiclass Classification

Which Digit Did You Write?

Va

?
one (1) two (2) three (3) four (4)

« a multiclass classification problem
—qgrouping “pictures” into different “categories”

C’mon, we know about
multiclass classification all too well! :-)
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Cost-Sensitive Multiclass Classification

Performance Evaluation (g(x) ~ f(x)?)

Z

?

o ZIP code recognition:

1: wrong; 2: right; 3: wrong; 4: wrong
» check value recognition:

1: one-dollar mistake; 2: no mistake;

3: one-dollar mistake; 4: two-dollar mistake
« evaluation by formation similarity:

1: not very similar; 2: very similar;

3: somewhat similar; 4: a silly prediction

different applications:
evaluate mis-predictions differently J
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Cost-Sensitive Multiclass Classification

ZIP Code Recognition

Z

?
1: wrong; 2: right; 3: wrong; 4: wrong

» regular multiclass classification: only right or wrong
e wrong cost: 1; right cost: 0
« prediction error of h on some (X, y):

classification cost = [y # h(x)]
—as discussed in regular binary classification

regular multiclass classification:
well-studied, many good algorithms }
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Cost-Sensitive Multiclass Classification

Check Value Recognition

Z

?

1: one-dollar mistake; 2: no mistake;
3: one-dollar mistake; 4: two-dollar mistake

» cost-sensitive multiclass classification:
different costs for different mis-predictions

e e.g. prediction error of h on some (X, y):

absolute cost = |y — h(x)|

next: cost-sensitive multiclass classification
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Cost-Sensitive Multiclass Classification

What is the Status of the Patient?

?
H1N1-infected cold-infected healthy

« another classification problem
—grouping “patients” into different “status”

are all mis-prediction costs equal? J
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Cost-Sensitive Multiclass Classification

Patient Status Prediction

error measure = society cost

sctoal predicted H7N9 | cold | healthy
H7N9 0 | 1000 | 100000
cold 100 0 3000
healthy 100 30 0

o H7N9 mis-predicted as healthy: very high cost

¢ cold mis-predicted as healthy: high cost
¢ cold correctly predicted as cold: no cost

human doctors consider costs of decision;

can computer-aided diagnosis
do the same?
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Cost-Sensitive Multiclass Classification

What is the Type of the Movie?

romance fiction terror

customer 1 who hates romance but likes terror

error measure = non-satisfaction
pEeltEEe romance | fiction | terror
actual
romance 0 5 100

customer 2 who likes terror and romance

predicted -
actual romance | fiction | terror
romance 0 5 &
different customers:
evaluate mis-predictions differently
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Cost-Sensitive Multiclass Classification

Cost-Sensitive Multiclass Classification Tasks

movie classification with non-satisfaction

predicted .
romance | fiction | terror
actual
customer 1, romance 0 100
customer 2, romance 0 8

patient diagnosis with society cost

predicted

H7N9 | cold | healthy
actual
H7N9 0 1000 | 100000
cold 100 0 3000
healthy 100 30 0

check digit recognition with absolute cost

C(y, h(x)) = |y — h(x)|
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Cost-Sensitive Multiclass Classification

Cost Vector

cost vector ¢: a row of cost components

customer 1 on a romance movie: ¢ = (0,5,100)
an H7N9 patient: ¢ = (0, 1000, 100000)
absolute cost for digit 2: ¢ = (1,0, 1,2)

“regular” classification cost for label 2: c(cz) =(1,0,1,1)

regular classification:
special case of cost-sensitive classification
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Cost-Sensitive Multiclass Classification

Setup: Matrix-Based Cost-Sensitive Binary Classification

N examples, each (input xp, label y,) € X x {1,2,...,K}

\ and cost matrix C € RKxK \

—will assume C(y, y) = 0 = miny<x<x C(¥, k)

Goal

a classifier g(x) that

pays a small cost C(y, g(x)) ‘

on future unseen example (x, y)

extension of ‘class-weighted’ cost-sensitive binary classification ]
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Cost-Sensitive Multiclass Classification

Setup: Vector-Based Cost-Sensitive Binary Classification
Given
N examples, each (input x,, label y,) € X x {1,2,...,K}

and cost vector ¢, € RX

—will assume ¢p[yn] = 0 = miny<x<k Cnlk]

Goal

a classifier g(x) that | pays a small cost ¢[g(x)] | on future unseen
example (x, y,c)

e will assume c[y] = 0 = Cmin = MiN1<k<x C[K]

¢ note: y not really needed in evaluation

extension of ‘example-weighted’
cost-sensitive binary classification J
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Cost-Sensitive Multiclass Classification

Which Age-Group?

a N2
infant (1) child (2) teen (3)

o small mistake—classify a child as a teen;
big mistake—classify an infant as an adult

e cost matrix C(y, g(x)) for embedding ‘order’: C =

such as ordinal ranking

aaw-—=0

adult (4)

A a2 O =

4
)
0
1

[« \C RSNG|

cost-sensitive classification can help solve many other problems, J

Hsuan-Tien Lin (NTU CSIE)
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Bayesian Perspective of Cost-Sensitive Multiclass Classification

Key ldea: Conditional Probability Estimator

Goal (Matrix Setup)

a classifier g(x) that | pays a small cost C(y, g(x)) | on future unseen
example (x, y)

if p(y,x) = P(y|x) well
approximately good gp(X) =

Bayes optimal g*(x) =

K

argmin P(y|x K
1<@JK<K; (yx)c(y, k)

K

argmin ,X)C(y, k
el ;py )C(y. k)

how to get conditional probability estimator p?
logistic regression, Naive Bayes, . .. J
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Bayesian Perspective of Cost-Sensitive Multiclass Classification

Approximate Bayes-Optimal Decision

if p(y,x) ~ P(+1|x) well
(Domingos, 1999)

approximately good gp(X) = argminec (1 5k Sy PV, X)C(¥, K)

.....

Approximate Bayes-Optimal Decision (ABOD) Approach
b use your favorite algorithm on {(Xn, y»)} to get p(y,x) = P(y|x)
@ for each new input X, predict its class using gp(x) above

a simple extension from binary classification:
probability estimate + Bayes-optimal decision
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Bayesian Perspective of Cost-Sensitive Multiclass Classification

ABOD on Artificial Data

use your favorite algorithm on {(x,, y»)} to get p(y,x) = P(y|x)
for each new input x, predict its class using gp(x)

LogRe
gheg
— — g
1 2 3 4
1710 1 2 4
204 0 1 2
Y 32 4 o 1
401 2 4 o0
regular rotate
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Bayesian Perspective of Cost-Sensitive Multiclass Classification

Pros and Cons of ABOD

» optimal: if good probability estimate: p(y, x) really close to P(y|x)

« simple: with training (probability estimate) unchanged,
and prediction (threshold) changed only a little

Cons

o ‘difficult’: good probability estimate often more difficult
than good multiclass classification

e ‘restricted’: only applicable to class-weighted setup
—need ‘full picture’ of cost matrix

¢ ‘slow prediction’: need sophisticated calculation at prediction
stage

N

can we use any multiclass classification algorithm for ABOD? )
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Bayesian Perspective of Cost-Sensitive Multiclass Classification

MetaCost Approach

Approximate Bayes-Optimal Decision (ABOD) Approach
use your favorite algorithm on {(Xn, y»)} to get p(y,x) = P(y|x)
for each new input x, predict its class using gp(x)

v

MetaCost Approach (Domingos, 1999)

© use your favorite multiclass classification algorithm on
bootstrapped {(x, yn)} and aggregate the classifiers to get
p(y,x) = P(y|x)

@ for each given input x,, relabel it {o i/, using gp(X)

©® run your favorite multiclass classification algorithm on relabeled
{(xn, y5)} to get final classifier g

O for each new input x, predict its class using g(x)

pros: any multiclass classification algorithm can be used J

Hsuan-Tien Lin (NTU CSIE) Cost-Sensitive Classification: Algorithms and Advances 45/99



Bayesian Perspective of Cost-Sensitive Multiclass Classification

MetaCost on Semi-Real Data

3300 A (Domingos, 1999)

3000 “ ’”

oo | e some “random” cost

. with UCI data

& 2000 P ° ° J
3 1500 | L ] * MetaCost+C4.5:

oo P L e ] cost-sensitive

M g Multiclass  »
500 | Two-class + | e C4.5: regUIar
+ y=x -
0L

0 300 600 900 1200 1500 1800
MetaCost

not surprisingly,

considering the cost properly does help
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Cost-Sensitive Classification by Reweighting and Relabeling
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Cost-Sensitive Classification by Reweighting and Relabeling

Recall: Example-Weighting Useful for Binary

can example weighting be used for multiclass? J

Yes! an elegant solution if using cost matrix with special properties
(Zhou, 2010)

Clij) _wi
CU,i w
what if using cost vectors without special properties? ]
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Cost-Sensitive Classification by Reweighting and Relabeling

Key Idea: Cost Transformation

10
N——
classification costs

(0 1000) = (1000 0)- <° 1)

c # of copies

(323 4= (1210

0 1
10
1 1
11

O = -

1
1
0
cost ¢ mixture weights g, 1
—_——

. . classification costs
» split the cost-sensitive example:

(x,2) with ¢ = (3,2, 3,4) equivalent to
a weighted mixture {(x,1,1),(x,2,2),(x,3,1)}

K
cost equivalence: c[h(x)] = >_ q/[¢ # h(x)] for any h
=1
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Cost-Sensitive Classification by Reweighting and Relabeling

Meaning of Cost Equivalence

K
c[h()] = > q:[¢ # h(x)]
=1

on (XJ Ea qf)
wrong prediction charged by total
weighted classification error
—weighted classification

wrong prediction charged by
clh(x)]

weighted classification = regular classification?
same as binary (with CPEW) when q; > 0

ming expected LHS  (original cost-sensitive problem)
= ming expected RHS  (a regular problem when g, > 0) J
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Cost-Sensitive Classification by Reweighting and Relabeling

Cost Transformation Methodology: Preliminary

split each training example (X,, yn, €5) to a weighted mixture
{(Xn, 4 qn,B)}Z(:1
apply regular/weighted classification algorithm on the weighted

. N K
mixtures |J {(Xn, %, Qne)}pq
n=1

* by c[g(x)] = Y"1 qe [¢ # g(x)] (cost equivalence),
good g for new regular classification problem
= good g for original cost-sensitive classification problem

e regular classification: needs gn, > 0

but what if g, , negative? |
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Cost-Sensitive Classification by Reweighting and Relabeling

Similar Cost Vectors

01 1 1

1.0 1 2\_(1/3 4/3 1/3 -2/3 10 1 1
<3234)—(1 2 1 o)'1101
: ) 1110

costs mixture weights g, NN

classification costs

e negative q,: cannot split
e buté =(1,0,1,2) is similarto ¢ = (3,2, 3,4):
for any classifier g,

&[g(x)] +constant = clg(x)] = ", a: [¢ # g(x)]

e constant can be dropped during minimization

ming expected €[g(x)] (original cost-sensitive problem)
= ming expected LHS  (a regular problem when g, > 0) J

Hsuan-Tien Lin (NTU CSIE) Cost-Sensitive Classification: Algorithms and Advances 52/99



Cost-Sensitive Classification by Reweighting and Relabeling

Cost Transformation Methodology: Revised

shift each training cost €, to a similar and “splittable” ¢,
split (Xn, ¥n, €n) to a weighted mixture {(xp, ¢, q,,,g)}f:1
apply regular classification algorithm on the weighted mixtures

& K
U1 {(Xn, E’ Qn,é)}g:1
n=

« splittable: g, > 0

e by cost equivalence after shifting:
good g for new regular classification problem
= good g for original cost-sensitive classification problem

but infinitely many similar and splittable ¢! )
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Cost-Sensitive Classification by Reweighting and Relabeling

Uncertainty in Mixture

« asingle example {(x,2)}
—certain that the desired label is 2

e amixture {(x,1,1),(x,2,2),(x,3,1)} sharing the same x
—uncertainty in the desired label (25%: 1,50%: 2,25%: 3)
e over-shifting adds unnecessary mixture uncertainty:

01 1 1
3 2 3 4\ (1 2 1 0 1.0 1 1
(33 32 33 34)—(11 12 11 10)' 110 1
1110

costs mixture weights

classification costs

should choose a similar and splittable ¢
with minimum mixture uncertainty
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Cost-Sensitive Classification by Reweighting and Relabeling

Cost Transformation Methodology: Final

Cost Transformation Methodology (Lin, 2010)

shift each training cost ¢, to a similar and splittable ¢, with
minimum “mixture uncertainty”

split (Xn, ¥n, €n) to a weighted mixture {(xp, ¢, q,~,,g)}£f:1
apply regular classification algorithm on the weighted mixtures

ol K
U1 {(Xn, 5, qn,l)}g:1
n=

e mixture uncertainty: entropy of normalized (g1, @2, - - , Qk)
» a simple and unigue optimal shifting exists for every ¢

good g for new regular classification problem
= good g for original cost-sensitive classification problem J
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Cost-Sensitive Classification by Reweighting and Relabeling

Data Space Expansion Approach

Data Space Expansion (DSE) Approach (ave, 2004)
for each (X, yn,€n) and ¢, let g, = 1@,?<XK°”[k] —cnl/]

apply your favorite multiclass classification algorithm on the
N

weighted mixtures |J {(xp, ¢, q,,,g)}f:1 to get g(x)
n=1

for each new input x, predict its class using g(x)

o detailed explanation provided by the cost transformation
methodology discussed above (Lin, 2010)

» extension of Cost-Proportionate Example Weighting, but now with
relabeling!

pros: any multiclass classification algorithm can be used J
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Cost-Sensitive Classification by Reweighting and Relabeling

DSE versus MetaCost on Semi-Real Data
(Abe, 2004)

MetaCost DSE « some “random” cost
annealing 206.8 1271 with UCI data
solar 5317 1109 o C4.5 with COSTING
kdd99 49.39 46.68 for weighted
letter 129.6 114.0 classification
splice 49.95 135.5
satellite 104.4 116.8
DSE comparable to MetaCost )
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Cost-Sensitive Classification by Reweighting and Relabeling

Cons of DSE: Unavoidable (Minimum) Uncertainty
Original Cost-Sensitive New Regular Classification
Classification Problem Problem

o Loog s lavi & ..

B L DRty I £ 30 < TP
ISR AR p...'o\’u'.: -
RS f

< ¢ o
Hake de

absolute
cost

oo o 3
e e

S wrtd g
individual examples with

mixtures with unavoidable
certainty

uncertainty

e cost embedded as weight + label
e new problem usually harder than original one

need robust multiclass classification algorithm
to deal with uncertainty J
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Cost-Sensitive Classification by Binary Classification
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Cost-Sensitive Classification by Binary Classification

Key ldea: Design Robust Multiclass Algorithm

One-Versus-One: A Popular Classification Meta-Method

for a pair (1, ), take all examples (x,, y») that y, = i or j (original
ohe-versus-one)

for a pair (/, /), from each weighted mixture {(Xn, ¢, gn)} with
Qni > Qn,, take (xp, i) with weight g, ; — qn ; vice versa (robust
ohe-versus-one)

train a binary classifier §{/) using those examples
repeat the previous two steps for all different (i, j)
predict using the votes from g

» un-shifting inside the meta-method to remove uncertainty
e robust step makes it suitable for cost transformation methodology

cost-sensitive one-versus-one:
cost transformation + robust one-versus-one
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Cost-Sensitive Classification by Binary Classification

Cost-Sensitive One-Versus-One (CSOVO)
Cost-Sensitive One-Versus-One (Lin, 2010)

for a pair (1, ), transform all examples (X, yn) to

Xn,argmincy[k] | with weight |c,[i] — €n[j]]|
kedij}

train a binary classifier §(/) using those examples
repeat the previous two steps for all different (i, j)
predict using the votes from §(//)

« comes with good theoretical guarantee:

test cost of final classifier < 2 qu‘ test cost of (i)

« simple, efficient, and takes original OVO as special case
physical meaning:

each §U/) answers yes/no question “prefer i or j?”
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Cost-Sensitive Classification by Binary Classification

CSOVO on Semi-Real Data

180

avg. test random cost

not surprisingly again,

I CsOVO
I ovOo

(Lin, 2010)

e some “random” cost
with UCI data

e CSOVO-SVM:
cost-sensitive

e OVO-SVM: regular

considering the cost properly does help

Hsuan-Tien Lin (NTU CSIE)
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Cost-Sensitive Classification by Binary Classification

CSOVO for Ordinal Ranking

T
I CSOVO

mmoo | (Lin, 2010)

e absolute cost with
benchmark ordinal
ranking data

e CSOVO-SVM:
cost-sensitive

e OVO-SVM: regular

avg. test absolute cost

CSOVO significantly better for ordinal ranking J
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Cost-Sensitive Classification by Binary Classification
Other Approaches via Weighted Binary Classification
Filter Tree (FT): K — 1 binary classifiers (Beygelzimer, 2007)

Is the lowest cost within labels {1,4} or {2,3}?
Is the lowest cost within label {1} or {4}?

Weighted All Pairs (WAP): X=1) binary classifiers (seygetzimer, 2005)

is ¢[1] or c[4] lower?
—similar to CSOVO, with theoretically better way of calculating weights

Sensitive Error Correcting Output Code (SECOC): (T - K) binary
classifiers (Langford, 2005)

is ¢[1] + ¢[3] + c[4] greater than some 67?

Extended Binary Classification: K binary classifiers (Lin, 2012)

is lowest-cost y < some k?
—more proper for ordinal ranking
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Cost-Sensitive Classification by Regression
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Cost-Sensitive Classification by Regression

Key ldea: Cost Estimator

a classifier g(x) that pays a small cost ¢[g(x)] on future unseen
example (x, y,c)

if every c[k] known if rc(x) = c[k] well
optimal approximately good
g*(x) = argming 4 C[K] 9r(x) = argminy << k(X)
how to get cost estimator r,? regression J
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Cost-Sensitive Classification by Regression

Cost Estimator by Per-class Regression

N examples, each (input X, label y,, costcp) € X x {1,2,..., K} x RK

input cp[1] || input c€x2] || ... || input cplK]
X1 0, X1 2, X1 1
X2 1, X2 3, X2 5
XN 6, XN 1 XN 0
~~ 4 N —
n 2 'k
want: r(x) ~ c[k] for all future (x, y,c) and k ]
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Cost-Sensitive Classification by Regression

The Reduction Framework

————————

cost-
sensitive

cost-

regression )
regressors .
sensitive

examples regression ! (%)
]g}i,,,f,,Y,,,;})( algorithm kel - K

example
(X1, Yn; Cn

classifier
9r(x)

________

transform cost-sensitive examples (X, yn, €n) to regression
examples (Xpk, Ynk) = (Xn, Cnlk])

use your favorite algorithm on the regression examples and get
estimators r,(x)

for each new input x, predict its class using

gr(x) = argming <<k rk(X)

the reduction-to-regression framework:
systematic & easy to implement J

Hsuan-Tien Lin (NTU CSIE) Cost-Sensitive Classification: Algorithms and Advances 68/99



Cost-Sensitive Classification by Regression

Theoretical Guarantees (1/2)

9r(x) = argmin ri(x)
1<k<K

Theorem (Absolute Loss Bound)

For any set of estimators (cost estimators) {ry } ,’f:1 and for any
example (x,y,c) withc[y] =0,

K
elgr(x)] < Y |r(x) — eIk
k=1

low-cost classifier «— accurate estimator J
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Cost-Sensitive Classification by Regression

Theoretical Guarantees (2/2)

9r(x) = argmin ri(x)
1<k<K

Theorem (Squared Loss Bound)

For any set of estimators (cost estimators) {ry } ,’f:1 and for any
example (x,y,c) withc[y] =0,

=

clgr(x)] <J > (r(x) - e[k])®.
k=1

applies to common least-square regression )

Hsuan-Tien Lin (NTU CSIE) Cost-Sensitive Classification: Algorithms and Advances 70/99



Cost-Sensitive Classification by Regression

A Pictorial Proof

K
elor ()] < > |r(x) — ol
k=1

e assume c ordered and not degenerate:
y=1,0=c[l]<c[2] <--- <c[K]
 assume mis-prediction g,(x) = 2:
ra(X) = ming <<k rk(X) < r1(x)

cli] cl2l  cl3] ¢[K]
Rt nlx) B o)
Ai—p,

K
c[2] - elt] < |A1]+]Az] <D (x) — e[|
0 k=1
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Cost-Sensitive Classification by Regression

An Even Closer Look
let Ay = ri(x) —c[1] and Az = ¢[2] — r2(X)

0A120andA220:c[2]§A1+A2
O A SoandAQZOZC[2]§A2
® Ay >0and Ay <0:c[2] <Ay

c[2] < max(A1,0) + max(Az,0) < |Aq| +|As]

cli] c2l o] ¢IK]
RM) Hx) B )
Aq A A

200 A0

Ay
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Cost-Sensitive Classification by Regression

Tighter Bound with One-sided Loss

Define one-sided loss & = max(Ag, 0)

with A, = (rk(x) . c[k]) if ¢[K] = Crmin
Ay = (c[k] - rk(x)) if ¢[k] # Cmin

c[k] = Cmin: Wish to have ri(x) < c[k]
c[k] # Cmin: Wish to have ri(x) > c[k]

—both wishes same as A, < 0 and hence & =0

One-sided Loss Bound:

K K
clor(X)] <> & < Z’Ak’
k=1 k=1
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Cost-Sensitive Classification by Regression

The Improved Reduction Framework

————————

:>: one-sided ::> regressors

= regression | => ri(x)
= algorithm || kel K

cost-
sensitive

cost-
sensitive

regression

examples

classifier
gr(x)

example
(X1, Yn; Cn

Xk, Youks Zn k)
k=1,--- K

________

(Tu, 2010)

transform cost-sensitive examples (Xp, yn, €p) to regression
examples

use a one-sided regression algorithm to get estimators rg(x)

for each new input x, predict its class using
9r(x) = argming <k k(X)

the reduction-to-OSR framework:
need a good OSR algorithm J
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Cost-Sensitive Classification by Regression

Regularized One-sided Hyper-linear Regression

(Xn k> Yok Znk) = (xn,cn[k] ,2[[c,,[k] = cn[}’n]]] _ 1)

Training Goal

all training &n x = max | Znx (fk(Xnk) — Ynk),0 | small

-~

An,k
—will drop k

)\ N
min > (w,w) +;§n

w,b

toget  rc(x) = (w, Q;(X» +b
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Cost-Sensitive Classification by Regression

One-sided Support Vector Regression

Regularized One-sided Hyper-linear Regression

A\ N
min E(w, w) + ; én

w,b

Standard Support Vector Regression

. 1 N .
min - SEw.w) + n;(fn +&)

En=max (+1-(rk(Xn) — Yn—¢€),0)
& =max(—1-(rk(xn) — Yn+¢),0)

OSR-SVM = SVR + (0 — ¢) + (keep &, or £ by Zp) J
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Cost-Sensitive Classification by Regression

OSR-SVM versus OVA-SVM
OSR-SVM: g,(x) = argmin r(x)

\ N
min - S(w,w) + n;fn
with re(X) = (w, ¢(X)) + b

&n =max(Zn - (rk(Xn) — Yn),0)

OVA-SVM: g,(x) = argmax gx(x)

with — qe(x) = (W, $(X)) + b
&n=max(—Z,- qk(Xn) + 1,0)

OVA-SVM:
special case that replaces Y, (i.e. cy[k]) by —2Z,
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Cost-Sensitive Classification by Regression

OSR-SVM on Semi-Real Data

I OsR
mmoa||  (Tu, 2010)

350

OSR: a cost-sensitive
extension of OVA

OVA: regular SVM

avg. test cost

OSR often significantly better than OVA J
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Cost-Sensitive Classification by Regression

OSR versus FT on Semi-Real Data

300

‘ I OSR
- (Tu, 2010)

OSR (per-class):

O(K) training, O(K)
prediction

FT (tournament):
O(K) training,

O(log, K) prediction )

250

N
S
3

avg. test cost
o
3

=]
S
T

50

FT faster, but OSR better performing J
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Cost-Sensitive Classification by Regression

avg. test cost

OSR versus WAP on Semi-Real Data

300

‘ [ OSR
mmve|  (Tu, 2010)

OSR (per-class):
O(K) training, O(K)
prediction

WAP (pairwise):
O(K?) training,
O(K?) prediction

OSR faster and comparable performance ]
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Cost-Sensitive Classification by Regression

OSR versus SECOC on Semi-Real Data

300

I OSR
I SECOC (Tu, 2010)

OSR (per-class):
O(K) training, O(K)
prediction

SECOC
(error-correcting): big
O(K) training, big
O(K) prediction

avg. test cost

OSR faster and much better performance ]
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Cost-Sensitive Classification by Regression

Biased Personal Favorites

OSR: fast training, fast prediction, very good performance

WAP or CSOVO: stable performance, pretty strong theoretical
guarantee

FT: fast training, very fast prediction, good performance, strong
theoretical guarantee

MetaCost if in the mood for Bayesian :-)
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Cost-and-Error-Sensitive Classification with Bioinformatics Application

A Real Medical Application: Classifying Bacteria

The Problem

¢ by human doctors: different treatments < serious costs
e cost matrix averaged from two doctors:
Ab | Ecoli | HI | KP | LM | Nm | Psa | Spn | Sa | GBS
Ab | 0 T |10 7 | 9| 9 | 5 8 | 9 1
Ecoli | 3 0 |10] 8 |10 | 10| 5 | 10 | 10 | 2
H |10 ] 10 | 0 | 3 | 2 | 2 | 10 | 1 2 | 10
KP | 7 7 | 3] 0] 4] 4] 6 3 | 3 8
M | 8 8 | 2] 4 | 0] 5 | 8 2 | 1 8
Nm | 3| 10 | 9 | 8 | 6 | 0 | 8 3 | 6 7
Psa | 7 8 |10] 9 | 9| 7 | O 8 | 9 5
Spn | 6 | 10 | 7 | 7 | 4 | 4 | 9 0 | 4 7
Sa | 7] 10 | 6| 5 | 1 | 3| 9 2 | 0 7
GBS | 2 5 (10| 9 | 8 | 6 | 5 6 | 8 0
o
is cost-sensitive classification realistic? )

Hsuan-Tien Lin (NTU CSIE) Cost-Sensitive Classification: Algorithms and Advances 84/99



Cost-and-Error-Sensitive Classification with Bioinformatics Application

OSR versus OVO/CSOVO/FT on Bacteria Data

(Jan, 2011)

1]
.

E
° c}“ é\& &f‘} é\&
o rd s° &
OSR best: cost-sensitive classification is helpful J
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Cost-and-Error-Sensitive Classification with Bioinformatics Application

Soft Cost-sensitive Classification

The Problem

e cost-sensitive classifier: low cost but high error
e traditional classifier: low error but high cost
¢ how can we get the blue classifiers?: low error and low cost

cost-and-error-sensitive: more suitable for medical needs |
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Cost-and-Error-Sensitive Classification with Bioinformatics Application

Improved OSR for Cost and Error on Semi-Real Data

key idea (Jan, 2012): consider a ‘modified’ cost that mixes original cost
and ‘regular cost’

iris = iris O
wine = wine O
glass ~ glass O

vehicle = vehicle O
vowel O vowel O
segment | O segment O
dna O dna O
satimage | = satimage O
usps O usps 8

Z00 O Z00
splice = splice O
ecoli = ecoli O

soybean =~ soybean O
v

improves other cost-sensitive classification algorithms, too J
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Cost-Sensitive Ordinal Ranking with Information Retrieval Application
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Cost-Sensitive Ordinal Ranking with Information Retrieval Application

Preference Ranking in Search Engine

GO\ 1816 learning from data book

Search About 416,000,000 results (0 16 second

Web Learning From Data - A Short Course
amibook.com/ - Cached

Images Book Highlights: The fundamentals of Machine Learning; this is & short course, not a

Maps hurried course; Clear story-like exposition of the ideas accessible to a wide ...

Videos Amazon.com: Learning From Data (3781600490064); Yaser S. Abu...
www.amazon.com/Learning-From-Data-vaser.../1600490069 - Cached

News Qur hope is that the reader can learn all the fundamentals of the subject by reading the

More book cover to cover. ---- Learning from data has distinct theoretical and ...
Learning From Data - Live From Caltech

Taipei WWW.I-programrmer.info/.. /3930-learning-from-data-live-fro.... - Cached

Change location 16 Mar 2012 — Programming book reviews, programming tutorials,programming news,

C#, ... The |ectures for Learning With Data, an introductory Machine ...

Show Sgarch:tools Learning from Data: An Infroduction to Statistical ... - Google Books

hooks . google com > Mathematics » Probability & Statistics » General

not just for searching good machine learning book :-);
but also for recommendation systems & other web service
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Cost-Sensitive Ordinal Ranking with Information Retrieval Application

Three Properties of Search-Engine Ranking

listwise with focus on top ranks

query-oriented & personalized
emphasis on highly-preferred (relevant) items

both during training & testing
e.g. Yahoo! Learning-To-Rank Challenge 2010: 473K training
URLs, 166K test URLs

ordinal data

labeled qualitatively by human, e.g. { highly irrelevant,
irrelevant, neutral, relevant, highly relevant }
lack of quantitative info

search-engine ranking problem:
learning a ranker from ordinal data
with focus on top ranks
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Cost-Sensitive Ordinal Ranking with Information Retrieval Application

Search-Engine Ranking Setup

for query indicesg=1,2,---,Q,

a set of related documents {xq,,-},'.i(f’)
ordinal relevance y,; € Y = {0,1,..., K} for each document X ;
with large Q and N(q)

Goal

a ranker r(x) that “accurately ranks” top Xq. 1 ; from an unseen set of
documents {Xqg.1;}

how to evaluate accurate ranking around the top? J
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Cost-Sensitive Ordinal Ranking with Information Retrieval Application

Expected Reciprocal Rank (err; chapelie, 2009)

assume for any example (document x, rank y),

P(user chooses document x) = (2 —1)/2K

Assumption: Stopping Probability of List of Documents

P(user stops at position i of list)
= P(doesn’t stop at pos. i — 1) x P(chooses document at pos. /)

v

ERR: Total Stopping Probability of List

N(q)
ERRy(r) = Z 7P(user stops at position / of the list ordered by r)

i=1

v

large ERR < small /i matches large P
< good ranking around top J
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Cost-Sensitive Ordinal Ranking with Information Retrieval Application

Cost-Sensitive Ordinal Classification via Regression

Cost-Sensitive Ordinal Classification via Regression (COCR)

reduction from listwise ranking (ERR) to cost-sensitive (ordinal)
classification (approximately)

—aim for top rank and large scale data

reduction from cost-sensitive ordinal classification to binary
classification

—aim for respecting ordinal data

reduction from binary classification to regression

—aim for large scale data and avoiding discrete ties

costs can approximately embed true criteria of interest ]
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Cost-Sensitive Ordinal Ranking with Information Retrieval Application

Optimistic ERR (0oERR) Cost for COCR

desired listwise criteria
How to make ERR(r) close to ERR(p), the ERR of perfect ranker?

embed criteria within cost

N(9) ;
ERR(p) — ERR(r) < - (Z <2yq,,- — gf(xq,f)> + A)

i=1

e A~ 0if r ~ p (optimistic)
« then, c[k] = (2¥ — 2k)? embeds ERR

e oERR cost can then be coupled with other ordinal ranking
techniques to improve performance

not a very tight bound, but better than nothing J
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Cost-Sensitive Ordinal Ranking with Information Retrieval Application

COCR on Benchmark Data

(Ruan, 2013)

data set Direct Regression benchmark oERR-COCR

LTRC1 0.4470 0.4484 0.4505

LTRC2 0.4440 0.4465 0.4461

MS10K 0.2643 0.2642 0.2792

MS30K 0.2748 0.2748 0.2942
best ERR

significantly better than direct regression

oERR-COCR usually the best
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Summary

Outline
Cost-Sensitive Binary Classification

Bayesian Perspective of Cost-Sensitive Binary Classification
Non-Bayesian Perspective of Cost-Sensitive Binary Classification
Cost-Sensitive Multiclass Classification

Bayesian Perspective of Cost-Sensitive Multiclass Classification
Cost-Sensitive Classification by Reweighting and Relabeling
Cost-Sensitive Classification by Binary Classification

Cost-Sensitive Classification by Regression

Cost-and-Error-Sensitive Classification with Bioinformatics Application
Cost-Sensitive Ordinal Ranking with Information Retrieval Application

Summary



Summary

Summary

» cost-sensitive binary classification: just the weights
o Bayesian: Approximate Bayes Optimal Decision (Elkan, 2001)
e non-Bayesian: Cost-Proportionate Example Weighting (zadrozny,
2003)
o cost-sensitive binary classification: cost matrix/vectors
e Bayesian: MetaCost (Domingos, 1999)
e non-Bayesian:
Data Space Expansion (Abe, 2004) (to multiclass),
Cost-Sensitive One-Versus-One (Lin, 2012), ... (to binary),
One-Sided Regression (Tu, 2010) (to regression)
—most implemented here:
http://www.csie.ntu.edu.tw/~htlin/program/cssvm/
e beyond:
e cost-and-error-sensitive for medical application (Jan, 2012)
e cost-sensitive, approximately, for information retrieval (Ruan, 2013)

discussion welcomed on algorithm and application opportunitieSJ
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Summary
Giants’ Shoulder
e binary:

o Elkan, The Foundations of Cost-Sensitive Learning, 2001
e Zadrozny et al., Cost-Sensitive Learning by Cost-Proportionate Example Weighting, 2003
o Abu-Mostafa et al., Learning from Data: A Short Course, 2013
o multiclass:
Domingos, MetaCost: A General Method for Making Classifiers Cost-Sensitive, 1999
Abe et al., An lterative Method for Multi-Class Cost-Sensitive Learning, 2004
Beygelzimer et al., Error Limiting Reductions Between Classification Tasks, 2005
Langford and Beygelzimer, Sensitive Error Correcting Output Codes, 2005
Beygelzimer et al., Multiclass Classification with Filter Trees, 2007
Chapelle et al., Expected Reciprocal Rank for Graded Relevance, 2009
Zhou and Liu, On Multi-class Cost-sensitive Learning, 2010.
Liu and Zhou, Learning with Cost Intervals, 2010.
Tu and Lin, One-Sided Support Vector Regression for Multiclass Cost-Sensitive
Classification, 2010
Lin, A Simple Cost-Sensitive Multiclass Classification Algorithm Using One-Versus-One
Comparisons, 2010
Jan et al., Cost-Sensitive Classification on Pathogen Species of Bacterial Meningitis by
Surface Enhanced Raman Scattering, 2011
Lin and Li, Reduction from Cost-Sensitive Ordinal Ranking to Weighted Binary Classification,
2012
Jan et al., A Simple Methodology for Soft Cost-Sensitive Classification, 2012
Ruan et al., Improving Ranking Performance with Cost-Sensitive Ordinal Classification via
Regression, 2013
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o Computational Learning Lab @ NTU and Learning Systems
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final advertisement ©:
my student’s work on bipartite ranking (last talk of the conference)

Wei-Yuan Shen and Hsuan-Tien Lin. Active Sampling of Pairs and
Points for Large-scale Linear Bipartite Ranking. ACML 2013.

Thank you. Questions? )
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