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Abstract—While deep neural networks have succeeded in
several applications, such as image classification, object detection,
and speech recognition, by reaching very high classification accu-
racies, it is important to note that many real-world applications
demand varying costs for different types of misclassification
errors, thus requiring cost-sensitive classification algorithms.
Current models of deep neural networks for cost-sensitive classifi-
cation are restricted to some specific network structures and lim-
ited depth. In this paper, we propose a novel framework that can
be applied to deep neural networks with any structure to facilitate
their learning of meaningful representations for cost-sensitive
classification problems. Furthermore, the framework allows end-
to-end training of deeper networks directly. The framework is
designed by augmenting auxiliary neurons to the output of each
hidden layer for layer-wise cost estimation, and including the total
estimation loss within the optimization objective. Experimental
results on public benchmark data sets with two cost information
settings demonstrate that the proposed framework outperforms
state-of-the-art cost-sensitive deep learning models.

Index Terms—cost-sensitive classification, deep neural net-
works, cost-sensitive deep learning

I. INTRODUCTION

Deep learning has shown great success on a broad range
of applications such as image classification [1, 2, 3, 4] and
speech recognition [5]. Problems in such applications belong
to a large class of regular classification in which each type of
misclassification error is penalized equally.

Nevertheless, using accuracy as the evaluation metric for
learning does not always produce the most useful classification
system in the real world. In fact, many real-world applica-
tions [6, 7, 8, 9, 10] demand varying costs for different types of
misclassification errors. For example, different costs are useful
for building a realistic face recognition system [9, 11, 12, 13],
in which a government staff being misrecognized as an impos-
tor causes only a slight inconvenience; however, an imposer
misrecognized as a staff can result in serious damage. Even in
a simple digit recognition task, varying costs can be helpful
in representing the nature of the task, as it is common and
understandable to classify an ill-written 7 as 1 but classifying
a 7 as a 4 would be laughable. Such applications call for cost-
sensitive learning, which aims to identify the best classifier
under the application-demanded costs.

Much research effort has been made to study cost-sensitive
classification algorithms. In the works of [14, 15, 16], the
researchers proposed to equip probabilistic classifiers with

Bayes decision theory to enable the classifiers to consider
the cost information during prediction. Some other studies ex-
tended existing cost-insensitive classification algorithms to be
cost-sensitive, such as support vector machine [17]. Recently,
as deep neural networks (DNN) have become state-of-the-art
on a broad range of machine learning applications [5, 3, 4],
researchers are attempting to make DNN cost-sensitive [18].

One successful DNN for cost-sensitive classification, called
Cost-Sensitive DNN (CSDNN), has been recently proposed
by [18]. The training process of CSDNN consists of two
steps. The first step is to initialize the DNN by layer-wise
pretraining using a cost-sensitive variant of the conventional
auto-encoder [19]. The second step involves the fine-tuning
of the DNN with a loss function that incorporates the cost
information. The final CSDNN is thus cost-sensitive in both
pretraining and training stages, and is shown to be a state-of-
the-art algorithm that outperforms other existing cost-sensitive
classification algorithms and some deep learning alternatives.

While CSDNN is state-of-the-art, its design is based on
the conventional fully-connected DNN with sigmoid activa-
tion functions and experiences two issues. First, the design
restricts the applicability to more modern structures such as
convolutional [20, 1] and pooling layers. Second, the sigmoid
function suffers from the problem of diminishing gradients
when the network deepens, even after careful pretraining.

In this paper, we resolve these issues by proposing a
novel framework for cost-sensitive deep learning. To build a
cost-sensitive DNN for a K-class cost-sensitive classification
problem, the proposed framework replaces the layer-wise
pretraining step with layer-wise cost estimation, in which K
additional neurons are added to the output of each hidden
layer. These K additional neurons serve as auxiliary units
that help the DNN learn meaningful representations towards
estimating the costs in each layer. The DNN is then trained
by solving a joint optimization problem on the weighted
sum of the loss functions associated with the auxiliary units.
Experiments conducted on four benchmark data sets and two
cost information settings validate that the proposed frame-
work outperforms CSDNN. The proposed framework can
be easily and effectively attached to deep neural networks
with ReLU [21] activation functions or convolutional neural
networks like AlexNet [1], as shown in the longer version of
this work [22]. The benefits of performance and generality



make the proposed framework a favorable choice in practice.
The idea of using additional neurons as auxiliary units has

been studied by several existing deep learning works, such
as the well-known GoogLeNet [3], which takes the additional
neurons as intermediate classifiers in selected hidden layers
as regularizers. Deeply-Supervised Nets [23] adds additional
neurons as intermediate classifiers to all hidden layers and
reported that the nodes not only serve as regularizers but
also allow improved convergence behavior. BranchyNet [24]
considers auxiliary neurons at hidden layers as early exit
points of prediction to speed up testing time. Nevertheless,
all the previous works focus on using regular (cost-insensitive)
classifiers as auxiliary units. To the best of our knowledge, our
proposed framework is the first work that tackles cost-sensitive
deep learning with layer-wise auxiliary units.

The rest of the paper is organized as follows. In Section II,
we formally define the cost-sensitive classification problem
and introduce related works. Then, we propose our framework
in Section III, and validate the framework with real-world data
sets in Section IV. Finally, we conclude in Section V.

II. PRELIMINARY

We start by formalizing the cost-sensitive problem in Sec-
tion II-A. We then introduce some important cost-sensitive
deep learning works in Section II-B.

A. Cost-Sensitive Classification

In a K-class regular classification problem, a size-N train-
ing set S = {(xn, yn)}Nn=1 is given, where each input vector
xn is within an input space X ⊆ RD, and each label yn is
within a label space Y = {1, 2, ...,K}. Regular classification
aims at using S to train a classifier g : X → Y such that
the expected error Jy 6= g(x)K on the test examples (x, y) is
small.1 That is, each type of misclassification error is charged
with the same penalty.

We consider a general cost-vector setting [14, 17] of cost-
sensitive classification when designing the proposed frame-
work. The cost-vector setting represents the cost information
by coupling an additional cost vector c ∈ [0,∞)K with
each example (x, y), where the k-th component c[k] of the
cost vector c denotes the cost of predicting x as class k,
and naturally c[y] = 0. Consider a cost-sensitive training set
Sc = {(xn, yn, cn)}Nn=1, cost-sensitive classification aims at
using Sc to train a classifier gc : X → Y such that the expected
cost c[gc(x)] on the test examples (x, y, c) is small.

A special case of the cost-vector setting is the cost-matrix
setting, where the cost information is encoded by a K × K
cost matrix C and each entry C(y, k) ∈ [0,∞) indicates
the cost for predicting a class-y example as class k. The
information within the cost matrix can be simply cast as the
cost vectors by defining the cost vector in (x, y, c) as the y-
th row of the cost matrix C. The cost-matrix setting, albeit
less general, allows real-world applications to specify their

1The boolean operation J·K is 1 if the condition is true, and 0 otherwise.

demanded costs more easily. We follow many earlier cost-
sensitive classification works [14, 15, 25, 17, 18] to take the
cost-matrix setting when conducting benchmark experiments.

B. Deep Learning for Cost-Sensitive Classification

Nowadays, most DNNs are designed to solve regular clas-
sification problems [3, 4]. Those DNNs usually consist of
several hidden layers with a softmax layer of K neurons at
the end. Each input vector x propagates through different
hidden layers and is transformed into different levels of
latent representations. The softmax layer converts the last
latent representation into per-class probability estimation, and
takes the class with the highest estimated probability as the
prediction g(x) of the network.

On the other hand, only few works have explored cost-
sensitive classification using shallow or deep neural networks.
Prior to the prevailing of deep learning, [26] pioneered the
study of making neural networks cost-sensitive by sampling
and threshold-moving to tackle the class imbalance problem;
[14] proposed four approaches of modifying neural networks
for cost-sensitivity. Recently, [18] attempted to make cost-
sensitive neural networks deeper by proposing a cost-sensitive
deep learning algorithm called Cost-Sensitive DNN (CSDNN).
In terms of the network structure, CSDNN starts with a DNN
with fully-connected layers, but replaces the softmax layer
at the end of the DNN by a cost-estimation layer. Each of
the K neurons in the cost-estimation layer provides per-class
cost estimation with regression instead of per-class probability
estimation. Then, the class with the lowest estimated cost can
be naturally taken as the prediction gc(x) of the network.
[18] proposed to train the structure with a cost-sensitive loss
function LOSR on the cost-estimation layer.2

[18] then found that the performance of the network can
be further improved by careful pretraining, and proposed a
Cost-Sensitive Auto-Encoder (CSAE) to pretrain the structure
above in a layer-wise manner. CSAE operates similar to a
conventional auto-encoder [19], which is a shallow neural
network that maps any input x to a representation such that
the output x̃ is a close reconstruction of the original input. The
reconstruction error is commonly measured by cross-entropy
loss, denoted by LCE. What makes CSAE different is that
the shallow network is augmented with K additional output
neurons for cost estimation. That is, CSAE attempts to not only
reconstruct x but also digest the cost information by estimating
the cost vector c. The attempt is represented with a mixture
loss (1−β) · LCE + β · LOSR with a balancing coefficient
β ∈ [0, 1] on the output layer of CSAE. When β=0, CSAE
degrades to a conventional auto-encoder.

Figure 1 illustrates how CSAE is used to pretrain CSDNN.
With the pretraining, each layer in CSDNN carries some
ability to estimate the costs. That is, the pretraining makes
the latent representations cost-aware. [18] reported that such
initialization indeed allows CSDNN to converge to a better
optima and to reach state-of-the-art performance.

2The term LOSR stands for One-Sided Regression and roots from a cost-
sensitive SVM work [17]. Details are omitted here for lack of space.
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Fig. 1. CSAE pretraining for CSDNN [18]

III. PROPOSED FRAMEWORK

While CSDNN is state-of-the-art, its design is based on
fully-connected layers with sigmoid activation functions and
suffers from some issues. We discuss the issues behind
CSDNN that motivate us to propose a better framework in
Section III-A, and present the framework in Section III-B.

A. Motivation

Arguably the key idea within CSDNN is pretraining with
CSAE. To understand the issues behind CSDNN, we first
review the necessity of pretraining for general deep learning.
In earlier years, neural networks used sigmoid or hyperbolic-
tangent activation functions for non-linear transformation in
the hidden layers [27, 28, 29, 19]. Both functions, which
exhibit flatness in part of their curves, can cause the gra-
dients of the network to be small. As the depth of the
network increases, the small gradients in the latter layers of
the network make the gradients in the earlier layers even
smaller during back-propagation, a phenomenon known as the
diminishing gradients. Earlier works by [29] and [19] tackled
the diminishing-gradient problem by proposing a greedy layer-
wise pretraining strategy. Pretraining helped mitigate the prob-
lem to some degree, but the problem would resurface as the
network deepens if we stick with the same activation functions.

In recent years, another route to resolve the diminishing-
gradient problem is to consider other activation functions,
such as the rectifier linear unit (ReLU) [21]. As ReLU does
not suffer from the diminishing-gradient problem as much as
sigmoid or hyperbolic-tangent activation functions, pretraining
is no longer necessary [30]. Nowadays, ReLU and many of its
variants [31, 32] become the mainstream activation functions
in modern deep learning studies [33, 4].

CSDNN [18] intended to conduct cost-sensitive deep learn-
ing by mimicking what [19] did for regular deep learning: us-
ing sigmoid activation functions, and adopting greedy laywer-
wise pretraining. Thus, CSDNN carries the same problem
of diminishing gradients when the network deepens, as our
experimental results in Section IV will demonstrate. To keep
cost-sensitive deep learning up to date with modern deep
learning studies, it is then necessary to conduct cost-sensitive
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Fig. 2. a DNN with five hidden layers dressed with the proposed Auxiliary
Cost-Sensitive Targets (AuxCST) framework

deep learning with other routes, such as adopting ReLU and
removing the pretraining stage.

Nevertheless, directly removing the pretraining stage in
CSDNN throws away one important benefit of CSAE in
making the latent representations cost-aware. Next, we present
our proposed framework to rescue the benefit.

B. Layer-Wise Cost Estimation

Our key goal is to construct a DNN that can simultane-
ously enjoy the benefit of cost-aware representation extraction
(similar to that provided by CSAE), and the flexibility of
using any structures. CSAE achieved cost-aware representation
extraction by using K additional neurons in the auto-encoder
for cost estimation. Our key idea is to also use K additional
neurons for cost estimation, but instead of adding them to the
auto-encoders that are separated from the DNN, we propose
to directly put K neurons into each layer of the DNN. That is,
we propose to replace CSAEs by “merging” their additional
neurons with the DNN of our interest. The proposed structure
is illustrated with Figure 2. By dressing the original DNN
with K additional neurons in each layer that serve as auxiliary
outputs, the extracted latent representations carry some ability
to estimate the costs, thus achieving cost-aware representation
extraction almost effortlessly.

As shown in Figure 2, in addition to augmenting K
additional neurons to each layer of the DNN, we follow
CSDNN and replace the output layer of the DNN with a cost-
estimation layer. Then, the only remaining task is to train the
“upgraded” DNN with a proper loss function. We consider a
simple weighted-mixture loss function of the main one-sided
regression loss function at the output layer, and the auxiliary
one-sided regression loss functions at the hidden layers. In
particular, let L(i)

OSR denote the auxiliary loss function for the
output of the i-th hidden layer and L(∗)

OSR denote the main loss
function at the output layer, we train the upgraded DNN with:

H−1∑
i=1

αi · L(i)
OSR + L

(∗)
OSR, (1)



where H is the number of hidden layers in the DNN, and αi

is the balancing coefficient for L(i)
OSR.3

With the proposed structural addons and the mixture loss
function, we are now ready to present the full framework
in Algorithm 1. The framework will be named as Auxiliary
Cost-Sensitive Targets (AuxCST). While the novel framework
appears simple, it carries many practical benefits. With the
framework, we can now flexibly use ReLU or other activa-
tion functions and thus avoid diminishing-gradient problem.
We can also build cost-sensitive DNN with any structures,
such as image inputs with convolutional and pooling layers.
Furthermore, we can apply this framework directly on any
state-of-the-art DNN structures such as ResNet [4] for solving
large-scale cost-sensitive classification problems.

Algorithm 1 Auxiliary Cost-Sensitive Targets (AuxCST)
Input: your favorite regular DNN or any off-the-shelf one [1,

3, 4] with H hidden layers; balancing coefficients
{αi}H−1i=1

1: Replace the softmax layer at the end of DNN with K

regression neurons and loss function L(∗)
OSR

2: for i = 1, 2, . . . ,H − 1 do
3: Add K additional regression neurons with loss function

L
(i)
OSR to the output of the i-th hidden layer and connect

them fully to the i-th hidden layer
4: end for
5: Train the new DNN by back-propagation on (1)

IV. EXPERIMENTS

Three sets of experiments are conducted to validate the
usefulness of the proposed AuxCST framework. Four bench-
mark data sets are used for the experiments: MNIST, CIFAR-
10 [34], and CIFAR-100 [34]. For all data sets, the training
and testing splits follow the source websites; the input vectors
in training set are linearly scaled to [0, 1], and the input vectors
in the testing sets are scaled accordingly.

The data sets were originally collected for regular (cost-
insensitive) classification and thus contain no cost informa-
tion. We adopt the most frequently-used benchmark in cost-
sensitive learning, the randomized proportional setup [25], to
generate the costs. For a regular data set S = {(xn, yn)}Nn=1,
the setup first generates a K × K matrix C, and sets the
diagonal entries C(y, y) to 0 while sampling the non-diagonal
entries C(y, k) uniformly from [0, 10 |{n:yn=k}|

|{n:yn=y}| ]. Then, for
each example (xn, yn) in S, its cost vector cn is defined as
the yn-th row of matrix C. The randomized proportional setup
generates the cost information that takes the class distribution
of the data set into account, charging a higher cost (in
expectation) for misclassifying a minority class, and can thus
be used to deal with imbalanced classification problems.

3There is no need to consider L(H)
OSR for the outputs of the last hidden

layer, as the main loss function L(∗)
OSR readily conducts cost estimation.

Arguably one of the most important use of cost-sensitive
classification is to deal with imbalanced data sets. Neverthe-
less, the first three data sets MNIST, CIFAR-10, and CIFAR-
100 are somewhat balanced, and the randomized proportional
setup may generate similar cost for each type of misclassi-
fication error. To better meet the real-world usage scenario
and increase the diversity of data sets, we further conduct
experiments to evaluate the algorithms with imbalanced data
sets. In particular, for each of the first three data sets MNIST,
CIFAR-10, and CIFAR-100, we construct a variant data set by
randomly picking 40% of the classes and removing 70% of
the examples that belong to those 40% classes. We will name
these imbalanced variants as MNISTimb, CIFAR-10imb, and
CIFAR-100imb, respectively.

Our first experiment in Section IV-A intends to investi-
gate the relationship between the balancing coefficient αi

in (1) for using AuxCST and the performance. Our second
experiment in Section IV-B compares DNN equipped with
AuxCST framework with state-of-the-art CSDNN [18]) to
show the usefulness of AuxCST. For the first and the sec-
ond experiments, the cost information was generated by the
randomized proportional setup. In each of the experiments,
we will describe the goal of the experiment, present the
experimental results, and provide discussions and conclusions.

A. How does αi affect AuxCST?

In our proposed Auxiliary Cost-Sensitive Targets (AuxCST)
framework, K additional neurons are added in parallel to each
of the hidden layer in DNN. As an example x propagates
through the network, in addition to the final prediction layer,
the DNN also outputs K values in each hidden layer. Same
with the final prediction layer, these additional K neurons in
each hidden layer also aim to estimate the per-class costs,
and are coupled with LOSR. The final objective function for
optimizing the entire DNN is a weighted sum of the main
one-sided loss for the final prediction layer and the auxiliary
one-sided loss for all hidden layers, and has the form (1).

In this experiment, we would like to investigate the relation-
ship between the selection of αi in (1) and the performance
(average test costs) of AuxCST framework. To simplify the
experiment, we keep all coefficients αi to identical values,
that is, α1 = α2 = ... = αH−1 = α, and (1) becomes:

α ·
H−1∑
i=1

L
(i)
OSR + L

(∗)
OSR, (2)

and we increase the value of α from 0 to 1 by a step 0.1. We
show the results of the imbalanced version of MNIST here,
while similar results have been observed for MNIST, CIFAR-
10, CIFAR-100 and their imbalanced variants. Their cost
information is generated by randomized proportional setup.

We constructed fully-connected DNN with varying numbers
of hidden layers H = {1, 2, 3, 4, 5}, where each hidden layer
consists of 1024 neurons. Note that our proposed AuxCST
framework can be applied to DNN consists of any kind of
layers, but since our goal in current experiment is not to pursue



the best performance but to investigate more about AuxCST,
we choose to use only fully-connected layers for constructing
DNN in order to reduce the amount of hyper-parameters.

The results are shown in Figure 3. We plot 5 curves (because
we tested with 5 kinds of numbers of hidden layers), where
the x-axis is the value of α, and the y-axis is the corresponding
average test costs achieved. Note that when α = 0, it means
that the DNN does not make use of AuxCST framework.
From the figure, no matter how many hidden layers there are,
roughly U-shaped curves could be observed, and the lowest
average test costs were achieved when α fell in the range
0.2 ∼ 0.5, implying that α within this range best balanced
layer-wise and final cost estimation terms.
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Fig. 3. The figure depicts the relationship between the selection of α for using
AuxCST framework and the performance achieved on MNISTimb with five
curves. The numbers in the legend are the number of hidden layers, and each
number corresponds to a curve.

B. Compare with state-of-the-art

In this experiment, we build two DNNs with and with-
out AuxCST framework and compare them to state-of-the-
art Cost-sensitive Deep Neural Network (CSDNN) [18]. We
emphasize the two major drawbacks of CSDNN here:

1) CSDNN uses sigmoid functions for non-linear transfor-
mations, and this will eventually results in diminishing
gradients when the network grows deeper.

2) CSDNN can be applied to DNN that consists of only
fully-connected layers, this puts limits on its potential to
be extended and applied to more challenging tasks that
require modern neural components such as convolution
and pooling layers.

To give CSDNN a fair chance of comparison, the two DNNs
we build also consist of only fully-connected layers, and ReLU
is used as activation function. The first DNN is equipped with
AuxCST by setting αi = 0.2, as 0.2 was found to be one of
the best value balancing for (2) in Section IV-A, we will refer
to this DNN as AuxDNN. The second DNN, which will be
referred to as NaiveDNN, did not make use of AuxCST and
was directly optimized by LOSR, it is equivalent to setting
α = 0 in (2).

The experimental results are displayed in Figure 4. The
x-axis is the number of hidden layers and the y-axis is the
corresponding average test costs achieved. As we can observe
from Figure 4, when the number of hidden layers was less than
or equal to three, CSDNN outperformed NaiveDNN probably

because CSAE were doing cost-aware feature extraction rela-
tively well, which accorded to the experimental results in [18].
When the number of hidden layers exceeded three, all of the
three models began to suffer from overfitting, causing their
average test costs to increase. However, by looking at CSDNN
and NaiveDNN, it was interesting to observe that although
the average test costs of both models increased, the extent of
increment of CSDNN was larger than that of NaiveDNN. We
inferred that this phenomenon was ascribed to the diminishing
gradients caused by sigmoid functions used in CSDNN, and
although CSAE had done their best to mitigate this problem
when the network was relatively shallow, CSDNN can still
not escape the fate of diminishing gradients when the network
grew deeper. This phenomenon could not be observed in [18]
because the deepest network they built had only three hidden
layers. As for AuxDNN, it significantly outperformed both
CSDNN and NaiveDNN regardless of the number of hidden
layers, this further demonstrated the usefulness of our pro-
posed AuxCST framework.
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Fig. 4. The six sub-figures display the performance of the three competing
DNNs on MNIST, CIFAR-10, CIFAR-100, MNISTimb, CIFAR-10imb, and
CIFAR-100imb, where each curve corresponds to one competitor.

V. CONCLUSION AND FUTURE WORK

We propose a novel framework Auxiliary Cost-Sensitive
Targets (AuxCST) for general end-to-end cost-sensitive deep
learning. Different from the previous approaches, the frame-
work can be applied to DNN that consists of any structures to
tackle challenging cost-sensitive classification problems. Ex-
tensive experimental results demonstrate the usefulness of the
proposed framework for making any advanced DNN models



cost-sensitive. In the future, we will build a deeper network
with AuxCST framework to tackle ImageNet cost-sensitive
classification problem.
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