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In recent years digital cameras have captured the camera market. Although the fac-

tors that consumer consider is the quality of the photographs produced. White balance is 
one of the methods used to improve the quality of the photographs. The basic white bal-
ance methods are, however powerless to handle all possible situations in the captured 
scene. In order to improve the white balance we divide this problem in three steps–white 
object purification, white point detection, and white point adjustment. The proposed 
method basically solves the problem of detecting the white point very well. The experi-
mental results show that the proposed method can achieve superior result in both objec-
tive and subjective evaluative terms. The complexity of the proposed system is accept-
able. The propose method can be easily applied to digital cameras to obtain good results.  
 
Keywords: white balance, white point, gray world assumption, perfect reflector assump-
tion, color balance 
 
 

1. INTRODUCTION 
 

Whenever a scene is captured by a digital camera, every pixel value of the recorded 
scene depends upon the 3-sensors response which is affected by the illuminant of that 
scene. A distinct color cast appears over the captured scene. This effect appears in the 
recorded image due to the color temperature of the light source. When a white object is 
illuminated with a low color temperature light source, the object in the captured image 
will be reddish in color. Similarly, if the white object is illuminated with a high color 
temperature light source, the object in the captured image will be bluish in color. To de-
velop a white balance algorithm it is necessary to render the information about the illu-
minant of the scene.  

Human vision may not be able to distinguish color differences caused by various 
light sources due to the “color constancy” of the human eye [1]. Colors remain constant 
through recognition even though they are viewed under different light sources. In sum-
mary, the mechanism employed in digital cameras to compensate for color differences 
caused by various light sources is white balance. This is the main focus of our investiga-
tion. 
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2. BACKGROUND 

The traditional methods used to adjust the white balance are described below. 
 
2.1 Gray World Method (GWM) 
 

The gray world assumption [2] states that, given an image with a sufficient amount 
of color variation, the average value of the RED, GREEN, and BLUE components of the 
image should average out to a common gray-value. With the gray world assumption, the 
average reflectance of the visible surfaces in every scene is assumed to be gray in order 
to estimate the spectral distribution of the illuminant. This method takes an image and 
scales its red, green, and blue color components to make the gray world assumption hold. 
 
2.2 Perfect Reflector Method (PRM) 
 

In the perfect reflector assumption [4], the RGB values of the “brightest” pixel in an 
image is the glossy or specular surface. For any white balancing algorithm, it is most 
important to gather information about the surfaces in the scene as well as the illuminant 
of the scene. The specularity is helpful for conveying a good amount of information 
about the illuminant as it reflects the actual color of the light source. It locates the refer-
ence white point by finding the pixel with the greatest luminance value and performs 
white balance adjustment according to the reference white point. 
 
2.3 Fuzzy Rules Method (FRM) 
 

In FRM [3], the image is converted from the RGB color space to the YCrCb color 
space, and the color’s characteristics in the YCrCb color space are used for white balance 
adjustment. The image is divided into 8 segments for more precise white balancing. 

The fuzzy rules based on experimental results are described below: 
 
1. The averages of Cr and Cb for each segment can be weighted with small values under 

the conditions of high-end and low-end luminance in order to keep the color compo-
nents from becoming saturated and colorless. 

2. The averages of Cr and Cb for each segment are weighted less for dark colors than 
bright colors. 

3. When a large object or background occupies more than one segment, its color will 
dominate that segment. The ratios of Cr to Cb will be similar among adjacent segments. 
The given weighting for those segments that are uniform in chromatic color is kept 
small in order to avoid over-adjusting the color of the image. 

4. If the ratio of Cr to Cb for a segment is roughly between – 1.5 to – 0.5, then the prob-
ability of it being a white region increases, and the given weighting is the largest. 

 
Besides these basic methods, another method is Chiou’s white balance [6] method, 

which tries to overcome the drawbacks of the basic methods.  
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2.4 Chiou’s White Balance Method (CWBM) 
 

This method is divided into three units: the white point detecting unit, white balance 
judging unit, and white balance adjusting unit. 
 
2.4.1 White point detecting unit 
 

In this unit the reference white points are detected. First the rough reference white 
pixels are detected from YCrCb data of an image. Next, the pixels satisfying the Eq. (1) 
are picked up: 

2 2 ,r b thC C CH+ ≤                                                   (1) 

where threshold CHth is equal to 60 and 22
br CC +  is the chromaticity value. Then, the  

pixels among the rough reference white pixels satisfying Eq. (2) are selected as precise 
reference white pixels: 

 
R ≥ Rth, G ≥ Gth, B ≥ Bth, 

|Cr| ≤ ABr, |Cb| ≤ ABb,                                                (2) 

Rl ≤ Cr/Cb ≤ Ru, 
 

where, Rth, Gth, and Bth are thresholds picked up from the eightieth percentile of each 
component histogram. ABr (= 45), and ABb (= 45) are the absolute values of Cr, and Cb 
respectively and Rl (= − 1.25), and Ru (= − 0.75) are the lower and upper ranges of the 
ratio of Cr to Cb. Finally, the averages of the rough reference white pixels and precise 
reference white pixels are calculated as (Rr, Gr, Br) and (Rp, Gp, Bp), respectively. 
 
2.4.2 White balance judging unit 
 

This unit judges whether or not white balancing should be applied to the image. 
First, the Rrough, ratio of the rough reference white pixels to all of the pixels in the image, 
and Rprecise, ratio of precise reference white pixels to all of the pixels in the image are 
calculated. Second, Prough, defined as the prescribed proportion (0.2 in our experiment), 
and Pprecise, defined as prescribed proportion (0.05 in our experiment). Finally, mode Ma 
is set to the value 0, 1, or 2 as shown in Fig. 1. 
 
2.4.3 White balance adjusting unit 
 

This unit adjusts the white balance according to the mode Ma. First, the scale factors 
are calculated according to the rough reference white point (Rrgain, Grgain, Brgain) , and also 
according to the precise reference white point (Rpgain, Gpgain, Bpgain). If Ma is set to a value 
of 2, then the white balance is adjusted according to (Rpgain, Gpgain, Bpgain). If Ma is set to a 
value of 1, then select the minors between (Rrgain, Grgain, Brgain) and (Rpgain, Gpgain, Bpgain). 
Next if Ma is set to a value of 0 then white balance adjustment is not applied. 
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Rrough ≥ Prough 

Rprecise ≥ Pprecuse Rprecise ≥ Pprecuse 

Ma = 2 Ma = 1 Ma = 0 

Yes 

Yes Yes 

No 

No 
No 

 

Fig. 1. Conditions for the setting mode. 

 
For adjusting the extreme scale factors to obtain acceptable values, the sigmoid 

function shown in Eq. (3) is used: 
 
Y = 1.05 * (1 + tanh(X – 1.25)) + 0.4,                                   (3) 

 
where X is the original scale factors and Y is the adjusted scale factors. 

3. EXPERIMENTS 

The Camera used in our experiments was set to the raw data mode to prevent image 
processing. The binary color interpolation scheme was applied to get RGB image data. 
To obtain more precise information about the color variation due to different light 
sources, we captured GretagMacbeth ColorChecker images under two conditions: vary-
ing the lighting conditions and varying the object conditions. To vary the lighting condi-
tions, we captured GretagMacbeth ColorChecker images under standard light sources, as 
shown in Table 1, and also captured GretagMacbeth ColorChecker images under natural 
and household light sources. 
 

Table 1. Light sources used in our experiments. 

Light source Daylight Cool white TL84 Inc. A’ Horizon 

Color temperature (°K) 6500 4180 4100 2850 2300 

 
To vary the object conditions, images were captured with and without ColorChecker. 

According to the CWBM and FRM, the white points were detected by using predefined 
values of Cr and Cb. In most cases, this predefined range for Cr and Cb was used to select 
another color pixel as the white point. Our main purpose was to use this small range to 
detect the white points in the desired image. Based on the experiments and our observa-
tions, we propose a new approach to white balance adjustment. 
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4. NEW APPROACH TO WHITE BALANCE ADJUSTMENT 

We propose using a white object purification step. According to our observations in 
the experiments, if we purify the white object, then it is easy to detect in image. For this 
purpose, we apply histogram equalization to the desired image, extract information about 
the pixels belonging to the white point, and then use this information to select the white 
point in the original image. This new approach to white balancing involves the steps 
shown in Fig. 2. 

 Start 

White Object Purification 

White Point Detection 

White Balance Adjustment 

End 
      

 Start 

Store the original image 
data Iorg (Rorg, Gorg, Borg) 

Apply the histogram equalization to 
image Iorg 

Cover image space form RGB to 
YCrCb, IHist (YHist, CrHist, CbHist) 

White point detection 
 

Fig. 2. The steps in the proposed method.     Fig. 3. Flowchart of white object purification. 

 
4.1 White Object Purification 
 

In the first step, white object purification is performed to purify the white object in 
such a way that the color cast over the white object is removed. Applying histogram 
equalization to the RGB channel separately results in removal of the color cast over the 
white object. After this step, white object detection can be performed more easily.  

The flow chart of white object purification is shown in Fig. 3. First we store the 
original image data. Next we apply histogram equalization to each RGB channel sepa-
rately. Then, YCrCb color space data (YHist, CrHist, CbHist) of histogram equalized image is 
calculated. 
 
4.2 White Point Detection 
 

In this step, first, we detect those pixels satisfying Eq. (4) as probable white pixels 
and the average of the selected probable white pixels is calculated as, ,  ,avg avg

Hist rHistY C  and  

.avg
bHistC  If no probable white pixel is detected, we stop for the white balancing process. 

The flow chart of the detection of probable white pixels is shown in Fig. 4. 
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Pick up pixels one by one from IHist 
(YHist, CrHist, CbHist) 

The pixel is taken as probable  
white pixel 

Calculate the average probable  
white pixels as , ,avg avg avg

Hist rHist bHistY C C  

White point detection 

White object purification 

YHist ≥ 210, and  
−3 ≤ CrHist, CbHist ≤ +3 

Is the next pixel 
available? 

Detect the brightest pixel , ,bright bright bright
Hist rHist bHistY C C  

among the probably white pixels 

Do probable with 
pixels exist? 

Stop 

Yes 

No 

   

Select the minimum and maximum between 
,  ,  bright bright bright

Hist rHist bHistY C C  and ,  ,  avg avg avg
Hist rHist bHistY C C  as 

Yl, Crl, and Cbl, Yu, Cru, and Cbu, respectively. 

Count the current position pixel  
(Ravg, Gavg, Bavg) as reference white pixel 

Calculate the average of reference 
white pixels as W(Rw, Gw, Bw) 

White balance adjustment 

Detection of the probable white pixels 

Yl ≤ YHist ≤ Yu 
Crl ≤ CrHist ≤ Cru 
Cbl ≤ CbHist ≤ Cbu 

Is the next pixel 
available? 

Yes 

No 

 
Fig. 4. Detection of probable white pixels.            Fig. 5. White point detection. 

 
YHist ≥ 210, and − 3 ≤ CrHist, CbHist ≤ + 3.                                (4) 

 
Next, select the brightest pixels as ,  ,  bright bright bright

Hist rHist bHistY C C  with highest YHist value,  
and CrHist, CbHist values should be closest to zero, among all probable white pixels. Sec-
ond, if the pixels, from the histogram-equalized image data satisfy Eq. (5), then select the 
corresponding position pixels from the original image in RGB color space data as refer-
ence white pixels. 

 
Yl ≤ YHist ≤ Yu, Crl ≤ CrHist ≤ Cru, Cbl ≤ CbHist ≤ Cbu,                          (5) 
 

where, Yl, Crl, and Cbl are lower limits: the minimum values between ,  ,bright bright
Hist rHistY C   

bright
bHistC  and ,  ,  .avg avg avg

Hist rHist bHistY C C  Similarly Yu, Cru, and Cbu are upper limitsthe maximum  

values between ,  ,  bright bright bright
Hist rHist bHistY C C  and ,  ,  .avg avg avg

Hist rHist bHistY C C  Finally, the average of  
those reference white pixels is calculated as reference white point W(Rw, Gw, Bw).  

The collected white balance data are then transferred to the white balance adjust-
ment unit. The flowchart of white point detection is show in Fig. 5. 
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4.3 White Balance Adjustment 
 

First, we collect the data from the white point detection unit and proceed with white 
balance adjustment. Then, scale factors are calculated according to the reference white 
point W(Rw, Gw, Bw) for the respective color component as shown in Eq. (6): 
 

Rscale = Yw/Rw, Gscale = Yw/Gw, Bscale = Yw/Bw,                              (6) 
 
where, Yw is calculated using Eq. (7): 
 

Yw = 0.299 * Rw + 0.587 * Gw + 0.114 * Bw.                              (7) 
 
Next, the scale factors are calculated according to GWA as shown in Eq. (8):  
 
RGWA = Yavg/Ravg, GGWA = Yavg/Gavg, BGWA = Yavg/Bavg.                        (8) 
 
Finally, decisions are made for selecting proper scale factors based on the color cast 

over the image. To determine the color cast over the image, we convert the average val-
ues of the probably white pixels, ,  ,  avg avg avg

Hist rHist bHistY C C  from YCrCb to RGB color space as  

,  ,  .avg avg avg
Hist Hist HistR G B  Next, we use Eqs. (9) to (11) to find bluish, greenish, and reddish 

color casts respectively. Although these equations are based on observation, it is appro-
priate to use them to find the color cast over the image. 

 
3  and ,avg avg avg avg

Hist Hist Hist HistB G B R+ ≥ >                                      (9) 

3 ,avg avg avg
Hist Hist HistG R B+ > >                                             (10) 

.avg avg avg
Hist Hist HistR G B> >                                                (11) 

 
After finding the color cast, we apply the scale factors. In case of a bluish cast, the 

scale factors are selected as shown in Eq. (12): 
 

Rfactor = Rscale, Gfactor = Gscale, Bfactor = BGWA.                              (12) 
 

In the case of a reddish cast, the scale factors are selected as shown in Eq. (13): 
 
Rfactor = RGWA, Gfactor = Gscale, Bfactor = Bfactor.                              (13) 
 
In the case of a greenish cast, the scale factors are selected as shown in Eq. (14): 
 
Rfactor = Rscale, Gfactor = GGWA, Bfactor = BGWA.                              (14) 

 
The selected scale factors are applied to the whole image in order to get a white bal-

anced image. The flowchart of white balance adjustment is shown in Fig. 6. 
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Calculate the scale factors Rscale = Yw/Rw, 
Gscale = Yw/Gw and Bscale = Yw/Bw  

Calculate the color cast  
colorcast as 0, 1, 2, or 3 

White point detection 

Calculate the scale factors RGWA = Yavg/Ravg, 
GGWA = Yavg/Gavg and BGWA = Yavg/Bavg  

End 

Yes 

No 

colorcast = 3 
Apply the scale factors,  

Rfactor = Rscale, Gfactor = Gscale, 
and Bfactor = BGWA  

colorcast = 2 
Apply the scale factors,  

Rfactor = Rscale, Gfactor = GGWA, 
and Bfactor = Bscale  

colorcast = 1 
Apply the scale factors,  

Rfactor = RGWA, Gfactor = Gscale, 
and Bfactor = Bscale  

Yes 

Yes 

No 

No 

 
Fig. 6. Flowchart of white balance adjustment. 

5. RESULTS 

We captured GretagMacbeth ColorChecker images under five light sources and also 
under household light sources. In addition to checking the stability of the propose 
method, we captured test images of the same scene with and without ColorChecker. Next 
we applied the original white balance method based on basic assumptions and the pro-
posed method to the test images. For make more precise comparisons between the meth-  

ods, we calculated the average chromaticity, 2 2 ,r bC C+  of the achromatic patches of  
ColorChecker images as objective evaluative values. Besides objective evaluation, we 
also asked group of people to choose the best image produced by the five methods. The 
GretagMacbeth ColorChecker image under daylight and the results obtained by applying 
the five methods are shown in Fig. 7. 

To get more precise results, we also captured the images with and without Color-
Checker in order to test the stability of our method. The visual results obtained with and 
without ColorChecker are shown in Fig. 8. Fig. 8 (a1, b1, c1, d1, e1, f1) shows images 
obtained with ColorChecker and Fig. 8 (a2, b2, c2, d2, e2, f2) shows images obtained 
without ColorChecker. 
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Fig. 8. (a1, a2) Original image, Pots, captured under sunny conditions with (a1) and without (a2) 
ColorChecker. Visual results obtained after applying (b1, b2) GWM, (c1, c2) PRM, (d1, 
d2) FRM, (e1, e2) CWBM, and (f1, f2) our method. 

 

 
(a)                           (b) 

 
(c)                           (d) 

 
(e)                           (f) 

Fig. 7. (a) Original image captured under daylight and results obtained by applying (b) GWM, (c) 
PRM, (d) FRM, (e) CWBM, and (f) our method. 

 
(a1)                         (a2) 

 
(b1)                         (b2) 
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(c1)                          (c2) 

 
(d1)                         (d2) 

 
(e1)                         (e2) 

 
(f1)                          (f2) 

Fig. 8. (Cont’d) (a1, a2) Original image, Pots, captured under sunny conditions with (a1) and with-
out (a2) ColorChecker. Visual results obtained after applying (b1, b2) GWM, (c1, c2) PRM, 
(d1, d2) FRM, (e1, e2) CWBM, and (f1, f2) our method. 

 
We used the average chromaticity values of the achromatic patches of ColorChecker 

as objective evaluative values to compare the five methods. The method which forces the 
chromaticity value closest to zero was assumed to be the best among the five methods. 
Subjective evaluative values were given by the people in the group. 

The objective and subjective evaluative values for all of the test images captured 
under standard as well as natural and household light sources are shown in Table 2. 

The objective and subjective evaluative values for the test images with and without 
ColorChecker are shown in Table 3. Note that, chromaticity value was calculated just for 
ColorChecker so in Table 3 (B) row contains the data of the images without Color-
Checker, in this case we can just compare the subjective values. 
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Table 2. Objective and subjective (backed values) evaluative values for all test images. 

Simulation 
Image Original 

GWM PRM FRM CWBM Our Method 

(A) 23.47 (4)  1.71 (1)  2.06 (0)  15.62 (1)  4.77 (5)  1.71 Day 
Light (B) 15.65 (3)  1.26 (0)  15.65 (0)  11.15 (3)  9.97 (3)  1.36 

(A) 16.57 (2)  1.43 (1)  1.42 (0)  11.50 (6)  3.68 (3)  1.42 Cool 
White (B) 9.32 (4)  1.71 (0)  7.70 (0)  7.04 (2)  6.26 (3)  3.80 

(A) 16.35 (7)  1.47 (0)  1.42 (0)  11.66 (0)  3.99 (3)  1.29 
TL84 

(B) 9.61 (5)  1.52 (0)  4.99 (0)  10.99 (0)  3.99 (5)  3.97 

(A) 20.07 (3)  1.05 (0)  3.44 (0)  14.40 (2)  7.66 (4)  2.08 INC. 
‘A’ (B) 10.56 (4)  1.01 (1)  9.45 (1)  7.60 (2)  5.97 (5)  1.08 

(A) 33.19 (4)  0.65 (0)  8.66 (0)  22.28 (2)  7.26 (4)  0.76 
HRZ 

(B) 19.91 (3)  1.57 (0)  9.47 (0)  13.36 (3)  9.35 (4)  2.31 

Green 20.73 (0)  25.11 (2)  0.73 (0)  20.90 (0)  1.18 (7)  9.11 

Steps 20.09 (1)  16.36 (2)  5.79 (1)  19.28 (4)  7.93 (3)  2.97 

Cat 15.51 (1)  19.34 (1)  6.30 (1)  16.22 (2)  9.38 (6)  2.64 

LCD 10.50 (0)  12.82 (1)  5.00 (0)  11.85 (3)  3.95 (5)  2.50 

Fog 24.62 (1)  15.70 (0)  4.62 (0)  16.83 (3)  4.50 (5)  7.93 

 
Table 3. Objective and subjective (backed values) evaluative values for the test images 

with and without ColorChecker. 

Simulation 
Image Original 

GWM PRM FRM CWBM Our Method 

(A) 11.21 (3)  7.94 (1)  7.10 (1)  9.49 (6)  9.97 (2)  4.38 
Doll 

(B) -- (1)  -- (1)  -- (0)  -- (7)  -- (3)  -- 

(A) 19.16 (1)  12.12 (3)  2.45 (1)  16.56 (3)  9.17 (5)  1.72 
Foot Ball 

(B) -- (2)  -- (3)  -- (1)  -- (3)  -- (5)  -- 

(A) 19.23 (7)  2.10 (0)  15.1 (1)  13.25 (1)  8.69 (7)  1.33 
Lab 

(B) -- (6)  -- (1)  -- (1)  -- (1)  -- (7)  -- 

(A) 19.02 (1)  26.36 (3)  19.09 (1)  21.00 (3)  23.34 (7)  15.02 
Pots 

(B) -- (1)  -- (2)  -- (1)  -- (2)  -- (7)  -- 

(A) 23.06 (2)  21.17 (0)  23.06 (1)  23.01 (4)  21.20 (6)  10.21 
Building 

(B) -- (2)  -- (0)  -- (2)  -- (4)  -- (6)  -- 

6. CONCLUSION 

According to the results of the experiments, we found some serious problems with 
GWM, PRM, FRM, and CWBA. There were some situations where adjusting the white 
balance destroyed the consistency of the colors in the image. Therefore, to avoid such 
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situations, we make use of color cast finding equations. That helps to decide whether 
apply the white balance. For some subjects, such as greenery, applying any white balance 
algorithm may result in a bluish cast instead of removal of the original color cast. In our 
method, we try to get rid of such problems. Under natural light sources and household 
light sources our method performs the best. 

The experimental results show that our method achieved the best performance in 
both objective and subjective evaluation. The experiments performed with and without 
Macbeth ColorChecker verify the stability of our method in removing the color cast over 
the varying object scene. Again the results of varying object and varying light conditions 
verify the stability of our method can be acceptable for video white balance. The draw-
back of PRM is overcome by our method by using specific range to find the brightest 
pixel. Our method works under all possible conditions because the brightest pixel is used 
to find the range to detect the white pixels under a color cast. In this way, our method 
either removes the color cast completely or stops white balance adjustment. The com-
plexity of our proposed method is also acceptable. 

The unique aspect of our method is the white object purification step and it also 
opens the new way for the white balance algorithm. Due to the white object purification 
step, the proposed method successfully finds the white object under any color cast re-
gardless of the light source. 

7. FUTURE WORK 

We will continue to perform experiments using the white object purification unit. In 
some rare situations histogram equalization may not be the best way to purify the white 
object in an image. Another area that needs improvement is the white balance adjustment 
step. We observed that different colors exhibited different color deviation due to the dif-
ferent light sources and we just adjust rest of the color in the scene by using scale factors 
calculated from white area of the scene. If we find some way to apply the scale according 
to the color then we will have a proper way to remove a color cast over the all of the col-
ors in a scene.  
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