
Neural Networks Homework #3.

Prof: Cheng-Yuan Liou, TA: Jiun-Wei Liou

Reinforcement Learning

The modified Q-learning Demo code for this homework can be downloaded at course website. Ac-
cording to the paper[1], the reinforcement learning formulas are as following:

y(t) = f

[
n∑

i=1

wi(t)x(t) + noise(t)

]
wi(t+ 1) = wi(t) + αr(t)ei(t)

ei(t+ 1) = δei(t) + (1− δ)y(t)xi(t)

p(t) =
n∑

i=1

vi(t)xi(t)

vi(t+ 1) = vi(t) + β [r(t) + γp(t)− p(t− 1)] x̄i(t)

x̄i(t+ 1) = λx̄i(t) + (1− λ)xi(t)

r̂(t) = r(t) + γp(t)− p(t− 1)

The meaning of corresponding variables can be directly inferred from [1].

1. Modify the two functions get action.m and failed update.m within demo codes for inserting
ACE to solve the same problem as original demo codes, comparing the performance and briefly
states your findings.

Notes: Suggested length of your homework report is no more than 6 pages.
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