Chapter 5

Separation of Internal Representations of the Hidden Layer

Exercises

5.1 In the variant of the infomax principle, the objective is to maximize the mutual information I (Ya; Yb) between the outputs Ya and Yb of a noisy neural system due to the input vectors Xa and Xb. In another approach discussed in Becker and Hinton (1992), a different objective is set: maximize the mutual information 
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 between the average of the outputs Ya and Yb and the underlying signal component S common to these two outputs. Using the noisy model

Ya = S + Na


and





Yb = S + Nb, 


do the following:

(a) Show that 
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where Na and Nb are the noise components in Ya and Yb, respectively.

(b) Give the interpretation of this mutual information as a signal-plus noise to noise ratio.

5.2  Discuss and analyze the net:
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