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Convergence of Stochastic Gradient
Methods |

@ For simplicity, we do not consider the regularization
term

@ Therefore,

/
1 L+LirnY. i 7L,
f(6) = ez 03 24
@ We further define
fi(0) = &(z5H(0)y', Z1)

Chih-Jen Lin (National Taiwan Univ.) 2/15




Convergence of Stochastic Gradient
Methods ||

@ Further, we consider the simplest version of
stochastic gradient methods: at each step, an index
i is chosen to have

Or1=10:— OétVf,-"t(Ht)

Here t is the iteration index.
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Convergence of Stochastic Gradient
Methods ||

@ Earlier we wrote

06— n(9 v9250y z)

i:ieS

|51

but here we need iteration indices for the analysis

@ Our descriptions here are mainly based on
https://www.cs.cornell.edu/courses/
cs4787/2019sp/notes/lectureb. pdf
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https://www.cs.cornell.edu/courses/cs4787/2019sp/notes/lecture5.pdf
https://www.cs.cornell.edu/courses/cs4787/2019sp/notes/lecture5.pdf

-
Assumptions |

We assume that
@ there is a constant G such that

IV£(0)| < G,Vi, v (1)
@ There is a constant L > 0 such that

lu"V?f(0)u| < L||u|? VO,Vu (2)
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-
Compare New and Current Function
Values |

@ From Taylor's theorem,

f(Or11)
= f(Ot - othf}t(et))
= f(6:) — V£ (0,) VF(8,) + (3)

2 (T (0) V(€ (0 (6),

where &, is between 6; and 0,4
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-
Compare New and Current Function
Values I

e From (2) and (1),

(3)
T a;l 2
< F(8) ~ VA8 TVAO) + "L IVE(0))]
2621
< F(0:) — e VE(8,)TVF(O,) + >

@ We may not have that

—a;VF(0,)'VF(0:) <0
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Compare New and Current Function
Values Il

e Earlier we had
—a,;VF(0,)TVF(8;) <0

@ Thus even with small a;, the function value may
not decrease

@ Instead we show the decrease in expectation
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-
Calculating the Expectation |

@ The expectation is on the randomness of selecting t;

E[f(6¢:1)]

2621
< E[f(8:) — .V F:(6,)TVF(8,) +

]
_ E[f(et)] _ atE[Vf}t(Ot)TVf(Ot)] =+ —atg 24)

@ Note that «; depends only on t, so is a constant in
the expectation
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-
Calculating the Expectation Il

o Our expectation is on I, Vt, so formally

E[f(0e41)]
= B ilf(0r1)]

.....

Thus on the right-hand side we still need E[f(8,)]
instead of just f(6;) because

E [f (6.)]
- /0, - 1[f(0f)]
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-
Calculating the Expectation Il

@ Next we investigate the term
E[V£(0:)"Vf(6:)]
by checking the expected value of Vf;t(Ot) given 0;:

E;[V1:(6:)|6:]

/
= ZVﬁ-(Ot)P(E — i|9t)
i=1

~|

= Zvﬁ(et)’ - Vf(Ht)
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-
Calculating the Expectation IV

@ Therefore,

VE(0:)"VF(6,)]
ANACOIALICAI |

.....

i07 7’t 1[
This is the same as

E; i B[V (0:) V(8:)6]]
= [IVE(0:)1%]

I() ...,It 1
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-
Calculating the Expectation V

@ Therefore,

E[f(0:11)]
a?G2L

< E[F(6)] - aELIVF(B)] + “=
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-
Calculating the Expectation VI

@ We rearrange the terms and sum up over T
iterations

S o E[VF©:) ]

< 3 (Etre - o+ 477
T-1 042 G2

— E[f(60)] - EIF(67)] + Y~
t=0
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-
Calculating the Expectation VII

This can be further written as

T-1 2G2
= £(60) — E[f(87)] + > &
t=0
. ozG2L
< f(6o) — f +Z >

t=0

where f* is the global optimum of f
@ The left-hand side is a sum of all T iterations
@ We need to re-write it in a way of a single iteration
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