@ We will check techniques to address the difficulty of
storing or inverting the Hessian

@ But before that let's derive the mathematical form
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@ For CNN, the gradient of £(0) is

/

1, 1 . o
Vi(0) = z0+ ;(J')TVZL+1,,-5(ZL+L'; y',Z),
(1)
where
ozt oz
J' = : : : s =10, (2)
Oafl . Ol
96, 9, 1 niyixn
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is the Jacobian of zt+1/(0).

@ The Hessian matrix of f(8) is

/
1
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where 7 is the identity matrix and B' is the Hessian
of £(-) with respect to zE+1:

i o2 L+1,i. i 71,
B' = VZL+1,i7ZL+17i€(Z ¥,z )
@ More precisely,

82£(ZL+1,/; yi’ Zl,i)

[+1,in_L+L,i
0z, M0z

B! = Vt,s=1,....n41. (3)

@ Usually B’ is very simple.
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@ For example, if the squared loss is used,

§(zL+1”';y") — HZL+1,i . yiH2'

then
2
B' =
2
@ Usually we consider a convex loss function
et i
&z y)

with respect to zE1
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@ Thus B’ is positive semi-definite

@ The last term of V2f(8) may not be positive
semi-definite

@ Note that for a twice differentiable function f(8)
f(0) is convex
if and only if
V2f(0) is positive semi-definite
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@ The Jacobian matrix of z1/(0) € R™+ s

gzl gt
. 96, 90,
J' = : : : € R ji=1,...1
9zL+Li HZL+Li
L L
26, 99,

@ n;.1: # of neurons in the output layer
@ n: number of total variables
@ n;.1 X ncan be large
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@ The Hessian matrix V2f(8) is now not positive
definite.

@ We may need a positive definite approximation

@ Many existing Newton methods for NN has
considered the Gauss-Newton matrix (Schraudolph,
2002)

/
12( T pi i

by removing the last term in V2f(0)
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o The Gauss-Newton matrix is positive definite if B’ is
positive semi-definite

@ This can be achieved if we use a convex loss
function in terms of z/*1/(9)

@ We then solve

Gd = —V£(8)
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