-
Properties of CG directions |

Theorem
After j iterations, we have

= ri1— QAp

Pl =0

Span{pla"'7ﬁy} - Span{rbu"'7n—1}'
— span{b,Ab, ..., A b}

rr, =0 forall i # j

(1)
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Properties of CG directions ||

@ We prove only the first result while others are
omitted

= b—Ax
b — Axj_1 + A(Xi—1 — Xj)

= -1~ QAp;

@ From this theorem, r;, r; are mutually orthogonal
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Conjugate Gradient Method |

@ Recall that
Pk = rk—1 — APx_1zk1

@ Now we want to find z,_;

@ Zz,_1 is a vector with length k — 1

Zk_1 = [Z],W:(k—2)><1,u:1><1
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Conjugate Gradient Method Il

Pk = r—1— APx_1zk1 (2)
= rk-1— APxow — nApk_1
= (1 + H )rk—l + Sk—1 (3)
k-1

@ From the earlier theorem

k-1 = rk—2 — 0—1APk—1
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Conjugate Gradient Method IlI

@ We have
A APy ow — uApk-—1
o (4)
= — rk—2 — AP _ow
Q1
@ We have
rlr=0,Vi#]j (5)
and

APy_ow € span{Ap1, ..., Apk_2}
— span{Ab, ..., A" ?p}
C span{ry, ..., rk2}
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Conjugate Gradient Method IV

e Hence r” [ (APy_,w) = 0. Further, from (4) and (5)

Se_1rk-1="0 (6)

@ Recall from earlier results, our job now is to find
Z,—1 such that

|r—1 — APx_12]|

is minimized
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Conjugate Gradient Method V

@ The reason of minimizing
[r—1 — AP ]|
instead of
Ip — rk-1ll2, p € span{Apy, ..., Apk1}™  (7)

is that (7) is constrained.
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Conjugate Gradient Method VI

@ From (2) and (3) we select x and w to minimize

i
k-1

(1 + Yri—1 + sk

From (6), this is equivalent to minimizing

P ey

Fe—o — APk_QWH2
Qg1 *k—1

(1 +
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Conjugate Gradient Method VII

@ If an optimal solution is (u*, w*), then

*

| = s — APow|
A
* W*

=| — a |rk—2 — APy p——7—

Ok—1 —H /Oék—1
and .
w

—p*/ Qe

must be the solution of

m7in Hrk_z — APk_QZH
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Conjugate Gradient Method VIII

@ From the earlier lemma, the solution of

mZin |r—o — APk _oz||

Pk—1 = rk—2 — APyx_2zk_»

@ Therefore, s,_1 is a multiple of p,_1
e From (3),

Pk € span{rk—1, pk-1}
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Conjugate Gradient Method IX

@ Assume
Pk = k-1 + BkPr-1 (8)
This assumption is fine as we will adjust the step
size « for the direction py.

@ Therefore, finding a direction parallel to the real
solution of min [|p — r,_1]| is enough

@ From the A-conjugacy of p;, Vi and (1), we
respectively have

Pu_1 APk = 0,p_1rk-1 =0
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Conjugate Gradient Method X

e With (8),

Api = Ari_1 + BkApk—1
0 = py 1Apk = pi_1Ar—1 + Bipd_1APk-1

Px—1ArNk-1
/3k T
pk_lAPk—l
_ pl i1 _ (re—1 + Brkpr—1) " re- _ Rar-1
pl Api Pl Ap P Apk

@ The conjugate gradient method
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k=0;x%=0,rn=>
while r, # 0
k=k+1
ifk=1
P1 = 1o
else
Bk = —pi 1AM 1/P]_1APK1
Pk = rk—1 + BkPr-1
end
ax = r_1r1/pi Apx
Xk = Xk—1 + QkPk
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Conjugate Gradient Method Xl

ry = b— AXk
end

@ The main cost at each iteration is for three
matrix-vector products

Ari—1, Apk—1, AXk
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