-
Convergence Rate |

@ To see which algorithm needs fewer iterations, a
way for the analysis is the convergence rate

@ Assume x* is a solution

@ An algorithm has linear convergence if

i [ Xk+1 — x*|
im ——

<r<l,
k—o00 HXk—X*H

where r is a constant
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e Example: r =0.1, and

x1 —x"=0.1
x, —x" =0.01
x3 — x* =0.001

@ Superlinear convergence: if

e =
m — =
k—o00 ||Xk — X*H

0

2/6



-
Convergence Rate Il

Example:

e =l _ 61 6.01.0.001....
[ X — x*||
x1 —x"=0.1

x, —x*=0.1x0.1=0.01

x; — x* = 0.01 x 0.01 = 0.0001
xs — x* = 0.001 x 0.0001 =10~
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@ Quadratic convergence. If

i B =Xl
k—o0 HXk—X*HQ

Example: r =10.1

x3 —x"=0.1

X —x*=(0.1?x01=10"3
x3—x*=(107)* x0.1=10"
X —x*= (10072 x01=10""
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@ No need to have r < 1
@ As long as
|xk — x| = 0

we have that (1) implies superlinear convergence:

e = x|
m ——-

<r lim |[xx —x*[| =0
k—o0 HXk — X*H k—o00

@ Thus even with r > 1 the quadratic convergence is
still faster than superlinear
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e Example:
— 22, and start from ||x, — x*|| =273

270.22_0"%928.22_26

@ We see that the convergence rates aim to see the
situation when x is close to x* (so sometimes we
call it “local convergence rate")

@ Newton method: quadratic convergence
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