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ABSTRACT

In this paper I first define the regime-switching lognormal model. Monthly data from the Standard and Poor’s 500 and the Toronto Stock Exchange 300 indices are used to fit the model parameters, using maximum likelihood estimation. The fit of the regime-switching model to the data is compared with other common econometric models, including the generalized autoregressive conditionally heteroskedastic model. The distribution function of the regime-switching model is derived. Prices of European options using the regime-switching model are derived and implied volatilities explored. Finally, an example of the application of the model to maturity guarantees under equity-linked insurance is presented. Equations for quantile and conditional tail expectation (Tail-VaR) risk measures are derived, and a numerical example compares the regime-switching lognormal model results with those using the more traditional lognormal stock return model.

1. INTRODUCTION

Traditional models for stock returns, including the original Black-Scholes approach, assume that returns follow a geometric Brownian motion. This implies that over any discrete time interval the return on stocks is lognormally distributed and that returns in nonoverlapping intervals are independent; that is, if $S_t$ is the stock price at time $t$, then

$$\log \frac{S_t}{S_r} \sim N(\mu(t - r), \sigma^2(t - r))$$

for some $\mu$ and volatility $\sigma$. This independent lognormal (ILN) model is simple and tractable and provides a reasonable approximation over shorter time intervals, but it is less appealing for longer-term problems. Empirical studies indicate in particular that this model fails to capture more extreme price movements and stochastic variability in the volatility parameter.

A simple way to incorporate stochastic volatility is to assume that volatility takes one of $K$ discrete values, switching between these values randomly. This is the basis of the regime-switching lognormal process (RSLN). This approach maintains some of the attractive simplicity of the ILN model but more accurately captures the more extreme observed behavior. The subject of this paper is a Markov regime-switching lognormal model. Regime switching allows the stock price process to switch between $K$ regimes randomly; each regime is characterized by different model parameters, and the process describing which regime the price process is in at any time is assumed to be Markov (that is, the probability of changing regime depends only on the current regime, not on the history of the process).

The rationale behind the regime-switching framework is that the market may switch from time to time between, say, a stable low-volatility state and a more unstable high-volatility regime. Periods of high volatility may arise, for example, because of short-term political or economic uncertainty.

Regime switching was introduced in Hamilton
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(1989), who described an autoregressive regime-switching process. In Hamilton and Susmel (1994) several regime-switching models are analyzed, varying the number of regimes and the form of the model within regimes. Their objective is to model various weekly econometric series; for these, the more complicated autoregressive conditionally heteroskedastic (ARCH)-type models within regimes seem to be necessary.

The simpler form that I consider in this paper, using lognormal distributions within regimes, appears to be sufficiently complex for the monthly total return data; details are given in Section 5.2. It is also mathematically tractable, as I show in Section 6. This model was also used by Bollen (1998), who constructed a lattice for valuing American options. He did not explore the empirical evidence for the model. Harris (1997) has developed a multivariate autoregressive regime-switching model for actuarial use, fitted to quarterly Australian data.

The objectives of this paper are the following:

- To explain briefly how to fit the model to the data, using a traditional likelihood approach (Section 4)
- To compare the fit of the RSLN model with other models in common use for both the Standard and Poor’s (S&P) 500 and the TSE 300 total return indices (the TSE 300 index is the broad-based index of the Toronto Stock Exchange) (Section 5.2)
- To derive the distribution function for the RSLN model (Section 6)
- To derive the closed-form European option price formula using the RSLN model (Section 7)
- To show how the RSLN model may be applied to the calculation of risk measures for equity-linked insurance, and to compare the results with the more traditional lognormal model (Section 8).

2. The Data

Figure 1 shows monthly returns on the TSE 300 index, with dividends reinvested, together with estimated volatility, calculated using a 12-month moving standard deviation of the log returns. The data run from 1956 to 1999. The reason for the 1956 start date is that the TSE index was first introduced in January 1956. The S&P data cover the same period for ease of comparison. Figure 2 shows the same data for the S&P 500 index.

The best estimates (by maximum likelihood) of the annual volatility using these data sets are 15.63% for the TSE 300 data and 14.38% for the S&P 500 data. Mean monthly log returns are 0.8% for the TSE 300 and 0.9% for the S&P 500. The correlation coefficient between the two series is 0.773.

One observable feature of the data not captured by the lognormal model is volatility bunching, that is, periods of several months of high volatility, seen in both data sets in the middle 1970s and in the TSE data in the early 1980s. This feature is the one explicitly captured by the regime-switching approach.

3. The Model

Under the regime-switching lognormal model, it is assumed that the stock return process lies in...
one of $K$ regimes or states. Let $p_i$ denote the regime applying in the interval $[t, t + 1)$ (in months), $p_1 = 1, 2, \ldots, K$, and $S_t$ be the total return index value at $t$; then

$$\log \frac{S_{t+1}}{S_t} \mid p_i \sim N(\mu_{p_i}, \sigma_{p_i}^2).$$

I have investigated two- and three-regime models (that is, $K = 2, 3$) and have found no significant improvement in fit for the TSE data set from adding the third regime, and only a marginal improvement for the S&P data set; further details are given in Section 5.2. In most of this paper a two-regime model is used, that is, $K = 2$, which substantially simplifies the model and estimation compared with higher values for $K$. Hamilton and Susmel (1994), looking at weekly data (from 1962 to 1987) and assuming ARCH models for returns within each state, found some evidence for using more than two regimes, adding a very low volatility regime within each state, and only a marginal improvement for the S&P data set; further details may be found in Section 5.2. Harris (1997), using quarterly data and assuming autoregressive (AR) models within each regime, found no evidence for using more than two regimes.

The transition matrix $P$ denotes the probabilities of moving regimes, that is,

$$p_{ij} = \text{Pr}[p_{t+1} = j \mid p_t = i] \quad i = 1, 2, j = 1, 2.$$ 

Thus, for the two-regime (conditionally) independent lognormal model we have six parameters to estimate, $\Theta = \{\mu_1, \mu_2, \sigma_1, \sigma_2, p_{1,2}, p_{2,1}\}$. 

4. Maximum Likelihood Estimation

4.1. Calculating the Likelihood Function

Let $Y_t = \log(S_{t+1}/S_t)$ be the log return in the $t + 1$th month. The likelihood for observations $y = (y_1, y_2, \ldots, y_n)$ is

$$L(\Theta) = f(y_1|\Theta)f(y_2|\Theta, y_1)f(y_3|\Theta, y_1, y_2) \ldots f(y_n|\Theta, y_1, \ldots, y_{n-1}),$$

where $f$ is the pdf for $y$. Hence, the contribution to the log-likelihood of the $t$-th observation is

$$\log f(y_t|y_{t-1}, y_{t-2}, \ldots, y_1, \Theta).$$

We can calculate this recursively (following Hamilton and Susmel 1994, for example), by calculating for each $t$:

$$f(p_1, p_{t-1}, y_t|y_{t-1}, \ldots, y_1, \Theta) = p(p_{t-1}|y_{t-1}, \ldots, y_1, \Theta) \times p(p_t|p_{t-1}, \Theta)f(y_t|p_t, \Theta). \quad (1)$$

On the right-hand side of this equation, $p(p_t|p_{t-1}, \Theta)$ is the transition probability between the regimes

$$f(y_t|p_t, \Theta) = \phi((y_t - \mu_{p_t})/\sigma_{p_t}),$$

where $\phi$ is the standard normal probability density function, and

The probability function $p(p_{t-1}|y_{t-1}, y_{t-2}, \ldots, y_1, \Theta)$ is found from the previous recursion; it is equal to

$$\frac{f(p_{t-1}, p_{t-2} = 1, y_{t-1}, y_{t-2}, y_{t-3}, \ldots, y_1, \Theta) + f(p_{t-3}, p_{t-2} = 2, y_{t-1}, y_{t-2}, y_{t-3}, \ldots, y_1, \Theta)}{f(y_{t-1}, y_{t-2}, \ldots, y_1, \Theta)}.$$ 

We can then calculate $f(y_t|y_{t-1}, y_{t-2}, \ldots, y_1, \Theta)$ as the sum over the four possible values of Equation (1), that is, for $p_t = 1, 2$ and $p_{t-1} = 1, 2$.

To start the recursion, we need a value (given $\Theta$) for $p(p_0)$, which we can find from the invariant distribution of the regime-switching Markov chain. The invariant distribution $\pi = (\pi_1, \pi_2)$ is the unconditional probability distribution for the process. Under the invariant distribution $\pi$, each transition returns the same distribution; that is, $\pi P = \pi$, giving $\pi_1 p_{1,1} + \pi_2 p_{2,1} = \pi_1$ and $\pi_1 p_{1,2} + \pi_2 p_{2,2} = \pi_2$. Clearly $p_{1,1} + p_{1,2} = 1.0$, so that $\pi_1 = p_{1,1}/(p_{1,1} + p_{1,2})$, and similarly $\pi_2 = 1 - \pi_1 = p_{1,2}/(p_{1,1} + p_{1,2})$.

Hence, we can start the recursion by calculating for a given parameter set $\Theta$:

$$f(p_1 = 1, y_1|\Theta) = \pi_1 \phi(y_1 - \mu_1/\sigma_1),$$

$$f(p_1 = 2, y_1|\Theta) = \pi_2 \phi(y_1 - \mu_2/\sigma_2),$$

and we calculate for use in the next recursion the two values of

$$p(p_1|y_1, \Theta) = \frac{f(p_1 = 1, y_1|\Theta)}{f(y_1|\Theta)}.$$ 

Maximizing the likelihood function over the six parameters may be done with standard search methods.
4.2. Maximum Likelihood Estimation Results

The maximum likelihood parameters for the TSE 300 and the S&P 500 data are given in Table 1, with approximate standard errors in parentheses. The parameters are fairly similar, as we would expect. In both cases the high-volatility regime has a negative mean and an annual volatility of approximately 25%. The main difference is in the probability of moving from the high-volatility regime to the low-volatility regime, which is estimated at 21% for the TSE data and at 37.1% for the S&P data, but in both cases the estimated standard errors are high.

This indicates that the persistence of the high-volatility regime appears less for the S&P data. The probability that a single run in regime $i$ lasts $t$ months is $p_{ti}^{-1} p_{ij}$, so that the average length of a single run in regime $i$ is $1/p_{ij}$ months. This gives an average run in the high-volatility regimes of 4.8 months for the TSE data and 2.6 months for the S&P data. In both cases the estimated standard errors for this parameter are high. Periods of high volatility are in practice often associated with falling markets. This is corroborated by the negative mean log return parameters in the high-volatility regimes.

Note that asymptotic results for the maximum likelihood estimation should not be relied on for inference for this data set. As the data are serially correlated under the RSLN, we cannot treat them as 527 independent observations; more accurately it should be viewed as a single, multivariate observation. This means that the “standard errors” quoted in the table should be regarded with caution. Reliable information about the uncertainty associated with these estimates is not available. Where this uncertainty is important it may be preferable to use a Bayesian approach to parameter estimation. In Hardy (1999) parameters are estimated using the Metropolis-Hastings algorithm (a form of the Markov Chain Monte Carlo methodology). This provides a sample from the joint posterior distribution for the parameters, which gives reliable information on the joint parameter uncertainty. This work incidentally supports the fact that the uncertainty about the $p_{2,1}$ parameters are very high, especially for the S&P data.

5. COMPARISON WITH OTHER MODELS

5.1. Introduction

The principle of parsimony indicates that more complex models require significant improvement in fit to be worthwhile. More complex here means using more parameters.

For models with an equal number of parameters it is appropriate to choose the model with the higher log-likelihood. For models with different numbers of parameters, common selection criteria are the likelihood ratio test (LRT), the Akaike information criterion (AIC) (Akaike 1974), and the Schwartz Bayes Criterion (SBC) (Schwartz 1978).

In this section all these tests are applied to the following models. In the description below, $Y_t$ is the log-return in the $t + 1^{\text{th}}$ month.

1. ILN: the independent lognormal model described in Section 1, where

$$Y_t = \mu + \sigma \varepsilon_t, \quad \varepsilon_t \text{ iid } N(0, 1).$$

The independent lognormal model is in common use for valuing embedded options, for example, in equity-linked contracts.

2. AR(1): A first-order autoregressive model, where

$$Y_t = \mu + a(Y_{t-1} - \mu) + \sigma \varepsilon_t, \quad \varepsilon_t \text{ iid } N(0, 1).$$

### Table 1

<table>
<thead>
<tr>
<th>Maximum Likelihood Parameters, with Estimated Standard Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSE 300</td>
</tr>
<tr>
<td>$\hat{\mu}_1 = 0.0123$ (0.002)</td>
</tr>
<tr>
<td>$\hat{\mu}_2 = -0.0157$ (0.010)</td>
</tr>
<tr>
<td>$\hat{\sigma}_1 = 0.0347$ (0.001)</td>
</tr>
<tr>
<td>$\hat{\sigma}_2 = 0.0778$ (0.009)</td>
</tr>
<tr>
<td>$\hat{p}_{1,2} = 0.0371$ (0.012)</td>
</tr>
<tr>
<td>$\hat{p}_{2,1} = 0.2101$ (0.086)</td>
</tr>
</tbody>
</table>
The AR(1) model allows for serial correlation in the data.

3. ARCH(1): The autoregressive conditionally heteroskedastic model, where the variance is a function of the evolving process:
\[ Y_t = \mu + \sigma_t \epsilon_t, \]
\[ \sigma_t^2 = \alpha_0 + \alpha_1(Y_{t-1} - \mu)^2. \]
The autocorrelations in the ARCH model are all zero. We can combine the AR and ARCH models for the process:
\[ Y_t = \mu + \alpha(Y_{t-1} - \mu) + \sigma_t \epsilon_t, \quad \epsilon_t \text{ iid } N(0, 1), \]
\[ \sigma_t^2 = \alpha_0 + \alpha_1(Y_{t-1} - \mu)^2. \]

In Table 2 these are referred to as ARCH and AR-ARCH, respectively.

4. GARCH(1, 1): The generalized autoregressive conditionally heteroskedastic model:
\[ Y_t = \mu + \sigma_t \epsilon_t, \]
\[ \sigma_t^2 = \alpha_0 + \alpha_1(Y_{t-1} - \mu)^2 + \beta \sigma_{t-1}^2. \]
The GARCH process, like the ARCH, has zero autocorrelation. Again, we can combine the AR(1) model with the GARCH for the process:
\[ Y_t = \mu + \alpha(Y_{t-1} - \mu) + \sigma_t \epsilon_t, \quad \epsilon_t \text{ iid } N(0, 1), \]
\[ \sigma_t^2 = \alpha_0 + \alpha_1(Y_{t-1} - \mu)^2 + \beta \sigma_{t-1}^2. \]

In Table 2 these two models are denoted GARCH and AR-GARCH, respectively.

5. RSAR(1) is a two-regime version of the AR(1) model, that is,
\[ Y_t^r|p_t = \mu_{p_t} + \alpha_{p_t}(Y_{t-1} - \mu_{p_t}) + \sigma_{p_t} \epsilon_t, \quad \epsilon_t \text{ iid } N(0, 1), p_t = 1, 2. \]
The RSAR model introduces autocorrelation through the regime process. The RSAR model should capture remaining autocorrelation.

6. RSLN-3 is a three-regime lognormal model.

Both the ARCH and GARCH models allow for the volatility of the process to vary and are designed to model periods of high and low volatility in financial series. ARCH models were introduced in Engle (1982), and Bollerslev (1986) extended these to the GARCH formulation. A comprehensive text on these models is Hamilton (1994).

### 5.2. Selection Criteria

#### 5.2.1. The Likelihood Ratio Test

The likelihood ratio test (see, for example, Klugman, Panjer, and Willmot 1998) compares embedded models, that is, where a model with \( k_1 \) parameters is a special case of a more complex model with \( k_2 > k_1 \) parameters. Let \( l_1 \) be the log-likelihood of the simpler model, and \( l_2 \) be the log-likelihood of the more complex model. The test statistic is \( 2(l_2 - l_1) \). The null hypothesis is

\[ H_0 : \text{No significant improvement in Model 2} \]

Under the null hypothesis, the test statistic has \( \chi^2 \) distribution, with degrees of freedom equal to the difference between the number of parameters in the two models.

Not all of the models we consider are embedded; if we denote embeddedness by \( \subset \), we have \( \text{ILN} \subset \text{RSLN-2} \subset \text{RSLN-3} \) and \( \text{RSLN-2} \subset \text{RSAR(1)} \). However, even where models are not embedded, the likelihood ratio test can be used for model selection, although the \( \chi^2 \) distribution is in this case only an approximation.

In Table 2 the final column gives the \( p \)-value for a likelihood ratio test of the RSLN model against each of the other models listed. For models with fewer than six parameters, the null hypothesis is that the simpler model is a “better” fit than the RSLN. Low \( p \)-values indicate rejection of the null hypothesis. Comparing the two-regime RSLN-2 model with models with more than six parameters, acceptance of the null hypothesis (high \( p \)-value) implies acceptance of the RSLN-2 model.

#### 5.2.2. The Akaike Information Criterion

The Akaike Information Criterion (AIC) uses the model that maximizes \( l_j - \frac{1}{2}k_j \log n \), where \( n \) is the number of parameters. Using this criterion, each extra parameter must improve the log-likelihood by at least one. This criterion was derived heuristically by Akaike (1974). It is popular for ease of application but is not rigorously founded. It captures in the simplest possible way the intuition that, from principle of parsimony, each extra parameter added must be worthwhile in terms of the log-likelihood improvement.

#### 5.2.3. The Schwartz Bayes Criterion

The Schwartz Bayes Criterion uses the model that maximizes \( l_j - \frac{1}{2}k_j \log n \), where \( n \) is the
sample size. For a sample of 527 (corresponding to the monthly data 1956–99) each additional parameter must increase the log-likelihood by at least 3.1. This criterion was derived by Schwartz (1978). Like the AIC, new parameters must be worthwhile in terms of likelihood improvement, but in this case the improvement depends on the amount of data available: extra parameters are penalized more heavily where the sample size is large.

### 5.3. Results, TSE and S&P Data

Table 2 shows that the RSLN-2 model provides a significant improvement over all other models for the TSE data using each of the three selection criteria. For the S&P data, selection is not quite so definite. According to the likelihood ratio test and the AIC, there is a marginal improvement in fit from using three regimes. The third regime is an ultra-low volatility regime with transitions to and from the low-volatility regime only. The Schwartz Bayes criterion still favors the two-regime model. Given the added complexity of the three-regime model, and the marginal nature of the improvement, I pursue the two-regime version of the model in this paper. However, all the topics discussed subsequently can be adapted for the three-regime version of the model.

A longer S&P data series (price index) has also been fitted to the same two- and three-regime models. The data run from 1926 to 1998. Under the two-regime model, the maximum likelihood parameters for the long data set are similar for the first regime, but the variance and persistence of the second regime are much higher than the parameters found using postwar data. The volatility for the second regime is estimated at 12% per month, and the probability of moving from the high-volatility regime to the low-volatility regime is estimated at 0.1. This effect arises from the prolonged period of very high volatility in the 1930s. Once again, there is a marginal improvement in fit from using three regimes (p-value for the likelihood ratio test is 0.02).

### 5.4. October 1987

A common concern where a model for stock returns is proposed is whether the model captures the sort of extreme value observed in October 1987, when the TSE 300 log-return was $-0.2552$. Using the post-1956 parameters, under a monthly lognormal model, this is six standard deviations away from the mean.
away from the mean. The expected number of observations this small appearing in a sample of 527 observations is approximately $2 \times 10^{-6}$. In other words, an observation this small would appear in only one in approximately 700,000 samples of 527 values.

Under the RSLN model, given that the process is in the high-volatility regime (regime-2), the observation is 3.078 standard deviations away from the mean; the probability of an observation at least as small as this within regime-2 is 0.104%. Allowing for the probability of being in regime-2 reduces the probability for the individual observation to 0.016%. The probability of such an observation in a sample of 527 is approximately 8%; that is, under the RSLN model, around 1 in 12 samples of 527 monthly observations would include a value at least as small as the October 1987 value. Although the October 1987 value is a rare observation under the RSLN model, with greater than 5% probability of one such value in a sample, it is not nearly sufficiently extreme to reject the model.

Note that monthly data and monthly models are used; we cannot infer probabilities associated with weekly or daily stock movements from the monthly RSLN model.

6. Using the Two-Regime RSLN Model

6.1. Probability Function for Total Sojourn in Regime-1

In applying the regime-switching model it is very useful to have a probability distribution for the total number of months spent in regime-1. We can use this probability function to calculate the distribution function, density function, or moments of the stock price process $S_n$.

Let $R$ be the total number of months spent in regime-1; $R \in \{0, 1, \ldots, n\}$. Denote the probability function $Pr[R = r]$ by $p(r)$. Let $R_t$ be the total sojourn in regime-1 in the interval $[t,n)$, and consider $Pr[R_t = r|\rho_{t-1}]$, for $r = 0, 1, \ldots, n - t$ and $t = 1, \ldots, n - 1$. Clearly $Pr[R_t = r|\rho_{t-1}] = 0$ for $r > n - t$ or $r < 0$.

For example, $Pr[R_{n-1} = 0|\rho_{t-1} = 1]$ is the probability that the last time unit is not spent in regime-1 given that the process is in regime-1 in the previous period—that is, for $t \in [n - 2, n - 1)$—so that $Pr[R_{n-1} = 0|\rho_{t-1} = 1] = p_{1,2}$. Similarly,

$$Pr[R_{n-1} = 1|\rho_{t-1} = 1] = p_{1,1},$$

$$Pr[R_{n-1} = 0|\rho_{t-1} = 2] = p_{2,2},$$

$$Pr[R_{n-1} = 1|\rho_{t-1} = 2] = p_{2,1}.$$ We can work backwards from these values to the required probabilities for $R = R_0$ using the relationship

$$Pr[R_t = r|\rho_{t-1} = 1] = p_{n-1,1} Pr[R_{t+1} = r - 1|\rho_t = 1] + p_{n-1,2} Pr[R_{t+1} = r|\rho_t = 2]. \quad (2)$$

The justification for this is that, immediately after the transition at time $t$, either the process is in regime-1 (i.e., $\rho_t = 1$, with probability $p_{\rho_{t-1},1}$), which leaves $r - 1$ time periods to be spent in regime-1 subsequently, or the process is in regime-2 (i.e., $\rho_t = 2$ with probability $p_{\rho_{t-1},2}$), in which case $r$ time periods must be spent in regime-1 in the interval $[t+1, n)$.

Ultimately we can find the probability functions for $R_0$ conditional on regime-1 as the starting point, $Pr[R_0 = r|\rho_{-1} = 1]$, and conditional on regime-2 as a starting point, $Pr[R_0 = r|\rho_{-1} = 2]$. Using the stationary distribution for the regimes, we can then find the probability function of $R_0$ as

$$Pr[R_0 = r] = p(r) = \pi_1 Pr[R_0 = r|\rho_{-1} = 1] + \pi_2 Pr[R_0 = r|\rho_{-1} = 2]. \quad (3)$$

6.2. Probability Functions for $S_n$

Using the probability function for $R$, the distribution of the total return index at time $n$ can be calculated analytically. Let $S_n$ represent the total return index at $n$; assume $S_0 = 1$. Then

$$S_n|R \sim \lognormal(\mu^*(R), \sigma^*(R)),$$

where $\mu^*(R) = R\mu_2 + (n - R)\mu_1$, \quad (4)

$$\sigma^*(R) = \sqrt{R\sigma_1^2 + (n - R)\sigma_2^2}. \quad (5)$$

Then, if $p(r)$ is the probability function for $R$,

$$F_{S_n}(x) = Pr[S_n \leq x] = \sum_{r=0}^{n} Pr[S_n \leq x|R = r]p(r) \quad (6)$$
\[ F_S(x) = \sum_{r=0}^{n} \Phi\left( \frac{\log x - \mu^n(r)}{\sigma^n(r)} \right) p(r), \quad (7) \]

where \( \Phi(\cdot) \) is the standard normal probability distribution function. Similarly, the probability density function for \( S_n \) is

\[ f_{S_n}(x) = \sum_{r=0}^{n} \phi\left( \frac{\log x - \mu^n(r)}{\sigma^n(r)} \right) p(r), \quad (8) \]

where \( \phi(\cdot) \) is the standard normal density function.

Equation (8) has been used to calculate the density functions shown in Figure 3, which shows the RSLN and lognormal density functions for the stock price at \( t = 10 \) years, given \( S_0 = 1.0 \), using both the TSE and S&P parameters. In both cases, over this long term, the left tail is substantially fatter for the RSLN model than for the lognormal model. This has important implications for longer-term actuarial applications. For example, in modeling the maturity guarantees in Canadian segregated fund contracts, the lognormal model has been very popular (see, for example, the report of the Task Force on Segregated Funds (TFSF) 2000). The stock price model is, typically, being used with a 20-year horizon for modeling the risks for these contracts. For these long terms the fatter tail of the RSLN model will have a substantial effect on the results. This is discussed further in Section 8.

The probability function for the sojourn times can also be used to find unconditional moments of the stock price at any time \( n \):

\[ E[(S_{t+1})^k] = E[E[(S_{t+1})^k|R]] \]

\[ = E \left[ \exp(k(R\mu_1 + (n-R)\mu_2) \right. \]
\[ + \frac{k^2}{2} (R\sigma_1^2 + (n-R)\sigma_2^2) \left. \right) \]
\[ = E \left[ \exp \left( R(k(\mu_1 - \mu_2) + \frac{k^2}{2} (\sigma_1^2 - \sigma_2^2)) \right) \right] \]
\[ \times \exp \left( kn\mu_2 + \frac{k^2}{2} n\sigma_2^2 \right) \]
\[ = \exp \left( kn\mu_2 + \frac{k^2}{2} n\sigma_2^2 \right) \]
\[ \times \sum_{r=0}^{n} \exp \left( r(k(\mu_1 - \mu_2) \right. \]
\[ + \frac{k^2}{2} (\sigma_1^2 - \sigma_2^2) \left. \right) p(r). \]

7. Option Pricing

In the conventional Black-Scholes framework, where the asset price \( S_n \) has a lognormal distribution, the Black-Scholes price for a put option with strike \( K \), maturing at \( n \), valued at time \( t = 0 \), is

\[ BSP = e^{-rn}E_0[\max(K - S_n, 0)] \]
\[ = Ke^{-rn}N(-d_2) - S_0 N(-d_1), \]

where \( r \) is the risk-free rate (force) of interest, \( N \) denotes the standard normal distribution function, \( S_t \) is the asset price at \( t \), and
The parameter σ is the volatility of the asset return, which corresponds to the lognormal parameter from the ILN model. The subscript Q indicates that the expectation is with respect to the risk-neutral measure Q.

Bollen (1998) uses the regime-switching model to price American and European options: American by a lattice method, European by simulation. Since the market is incomplete in a regime-switching model, the resulting Q measure is not uniquely determined. Bollen uses a Q-measure under which the transition probabilities are unchanged, the move from P-measure to Q-measure being effected by changing the log mean parameter in regime-1 from μ₁ to r – σ₁²/2 and in regime-2 from μ₂ to r – σ₂²/2, where r is the risk-free force of interest.

In fact, it is not necessary to use simulation. We can calculate the European option price directly, using the probability distribution for 𝑅. Conditional on knowing 𝑅, the asset price Sn|𝑅 has a lognormal distribution, with parameters dependent on 𝑅. Thus, the put option price under this Q-measure is

\[
  d_1 = \frac{\ln(S_0/K) + (r + \sigma^2/2)n}{\sigma\sqrt{n}}, \quad d_2 = d_1 - \sigma\sqrt{n}.
\]

\[
  d_2(R) = d_1(R) - \sqrt{\frac{(R\sigma_1^2 + (n-R)\sigma_2^2)}{2}}.
\]

Table 3 shows some option prices calculated for various strike prices, using the TSE parameters. Figures are given for a one-year put option and a 10-year put option. Such longer options are common in insurance applications, in particular for guarantees under segregated fund contracts. Figures for the implied Black-Scholes volatility are given in the final column. The assumed risk free rate is 6% pa. All figures are per 100 initial asset price. In Table 4 the same figures are shown using the S&P parameters.

The implied volatilities are shown graphically in Figure 4. The strike prices quoted are for an initial stock price of 100. It can be seen that the regime-switching model gives a lopsided volatility smile (or smirk); that is, the implied volatility for the at-the-money option is smaller than the implied volatility for out-of-the-money and in-the-
money options, both for one-year and for 10-year options, though the effect is much more marked for the shorter term. (“At-the-money” for a 10-year option is equivalent to a strike of $K = 100e^{0.05} = 182$ allowing for discounting.) This is a phenomenon often observed in practice.

Although the difference between the S&P and TSE figures appear substantial, given the large approximate standard error for the S&P transition probability out of the high-volatility regime, the difference may not be significant.

8. Risk Measures for Segregated Fund Contracts

8.1. Segregated Fund Contracts

The problem of modeling the maturity guarantee liability under equity-linked or segregated fund contracts was a major driving force behind this exploration of the RSLN model. Segregated fund contracts are a form of equity-linked insurance that has proved very popular with insurers and consumers in Canada in the last few years. The Task Force on Segregated Funds, established by the Canadian Institute of Actuaries (CIA) to investigate provisions for the liabilities arising, found that the lognormal distribution was a popular assumption for the underlying stock returns (TFSF 2000). Another was the Wilkie investment model (Wilkie 1995). It can be demonstrated (see, for example, Hardy 1999), that the total stock price returns modeled using the Wilkie model are very similar to a lognormal model with parameters fitted from the same data. In this section, risk measures for a simple segregated fund liability are calculated, comparing the results using a lognormal distribution of stock returns with those found using the regime-switching lognormal model.

For simplicity, ignore withdrawals in these calculations. Let $G = 100$ be the amount of the guarantee, and assume that expenses of $m\%$ per month continuously compounded are deducted from the fund. Let $S_n$ denote the underlying asset value at time $n$ in months. Assume $S_0 = 100$. Then, for a $n$-month contract, $F = S_ne^{-nm}$ and the liability at maturity is

$$X = \max(G - S_n e^{-nm}, 0).$$

Let $\xi = \Pr[S_n e^{-nm} > G]$. Then, for all $\alpha \leq \xi$, the 100$\alpha$% quantile of the liability distribution is $V_\alpha = 0$.

For $\alpha > \xi$, $V_\alpha$ is found from

$$F_{S_n}((G - V_\alpha)e^{-nm}) = \alpha$$

$$\Rightarrow V_\alpha = G - e^{-nm}F_{S_n}^{-1}(1 - \alpha),$$

where $F_{S_n}$ is the distribution function of the underlying stock value at time $n$. In the lognormal case we can use the inverse standard normal distribution function, $\Phi^{-1}(\alpha)$ to give

$$V_\alpha = G - S_0 \exp\{-\sigma \sqrt{n} \Phi^{-1}(\alpha) - n\mu - nm\},$$

where $\mu$, $\sigma$ are the parameters of the lognormal distribution of monthly returns. For the RSLN model, use Equation (7) for the distribution function $F_{S_n}$.

8.2. Quantile Risk Measure

One of the measures used to assess the risk is to look at percentiles of the liability distribution; this is essentially a “value-at-risk” (VaR) approach. This section compares quantiles of the liability under a segregated fund contract using a lognormal distribution for stock returns with those found using the regime-switching lognormal model.

For these contracts any analysis of the potential costs requires a long-term model for stock returns that has a realistic fit in the left tail; that is, we need a reasonable model of the worst possible outcomes for the stock returns.

8.3. Conditional Tail Expectation Risk Measure

The quantile or VaR risk measure has many problems in application. These are summarized in, for example, Artzner et al. (1999) and Wirch and Hardy (1999). The solution of Artzner et al. to the
problem of finding a coherent risk measure is to use the conditional tail expectation (CTE), defined as the expected value of the loss given that the loss falls in the upper \((1 - \alpha)\) tail of the distribution. This gives better results than does the quantile measure when comparing risks, because the CTE utilizes the whole tail of the distribution beyond the quantile, rather than the single quantile point.

For a continuous loss distribution (or, more strictly, if \(V_{\alpha + \epsilon} > V_\alpha\) for any \(\epsilon > 0\), then the CTE with parameter \(\alpha\), \(0 \leq \alpha < 1\) is

\[
CTE(\alpha) = \mathbb{E}[X|X > V_\alpha],
\]

(12)

where \(V_\alpha\) is defined as in Equation (10).

Note that this definition, though intuitively appealing, does not give suitable results where \(V_\alpha\) falls in a probability mass (this will happen for the segregated fund example for \(\alpha < \xi\), in which case \(V_\alpha = 0\)). In this case, the CTE with parameter \(\alpha\) is calculated as follows. Find \(\beta' = \max\{\beta : V_\alpha = V_\beta\}\), then

\[
CTE(\alpha) = \frac{(1 - \beta')\mathbb{E}[X|X > V_\alpha] + (\beta' - \alpha)V_\alpha}{1 - \alpha}.
\]

(13)

In either case, where the CTE is calculated by simulation, it is found by taking the mean of the worst 100\((1 - \alpha)\)% of the simulations.

The CTE has been proposed by the CIA Task Force on Segregated Funds as the required risk measure for determining total balance sheet provision in respect of segregated fund guarantee liabilities (TFSF 2000).

To derive the CTE formulas, assume first that \(\alpha \geq \xi\), then

\[
CTE(\alpha) = \mathbb{E}[X|X > V_\alpha] - \int_0^{(G - V_\alpha)e^{nm}} ye^{-nm}f_{S_n}(y) \, dy
\]

(17)

\[
= G - \frac{e^{-nm}}{1 - \alpha} \int_0^{(G - V_\alpha)e^{nm}} yf_{S_n}(y) \, dy.
\]

(18)

If \(S_n \sim LN(\mu, \sqrt{n}\sigma)\), then for \(\alpha \geq \xi\),

\[
CTE(\alpha) = G - \frac{\exp(\mu - nm + n\sigma^2/2)}{1 - \alpha} \times \Phi\left(\frac{\log(G - V_\alpha) - \mu - nm - n\sigma^2}{\sqrt{n}\sigma}\right)
\]

(19)

\[
= G - \frac{\exp(\mu - nm + n\sigma^2/2)}{1 - \alpha} \times \Phi\left(-\frac{\xi - \mu}{\sqrt{n}\sigma}\right).
\]

(20)

If \(S_n \sim RSLN\), then \(S_n|R \sim \lognormal(\mu^*(R), \sigma^*(R))\), where \(\mu^*(\cdot)\) and \(\sigma^*(\cdot)\) are defined in Equations (4) and (5). It is straightforward to show that the CTE for the RSLN distribution is, for \(\alpha \geq \xi\),

\[
CTE(\alpha) = G - \frac{e^{-nm}}{1 - \alpha} \sum_{r=0}^{n} p(r) \left(\frac{e^{\mu^*(r) + \sigma^*(r)^2/2}}{\sigma^*(r)}\right) \times \Phi\left(\frac{\log(G - V_\alpha) - \mu^*(r) - nm - \sigma^*(r)^2}{\sigma^*(r)}\right)
\]

(21)

In general, for \(\alpha < \xi\) use Equation (13), with \(\beta' = \xi\) and \(V_\alpha = V_\xi = 0\) so that \(CTE(\xi) = \mathbb{E}[X|X > 0]\) and

\[
CTE(\alpha) = \frac{(1 - \xi)}{(1 - \alpha)} CTE(\xi).
\]

(22)

So Equations (20) and (21) can be adapted for \(\alpha < \xi\) using Equation (22).

Calculation of the CTE using either Equation (20) or (21) is relatively straightforward. Examples are given in the following section.

### 8.4. Numerical Comparison of Risk Measures for LN and RSLN Distributions

In Table 5, figures are given for quantile and CTE risk measures for a segregated fund contract that
matures in 10 years; the guarantee is equal to the fund market value at the start of the projection. Management fees of 0.25% per month, compounded continuously, are deducted. Lapses and deaths are ignored for simplicity.

The effect of the increased probability in the left tail of the return distribution in Figure 3 comes through in the markedly higher figures for the RSLN model in Table 5. The \( \xi \) parameter gives the probability that the guarantee will have a non-zero cost. Under the lognormal model this is 91.45%; under the RSLN assumption it is slightly lower at 88.27%. More significant is the difference between the risk measures. If the actuary decides to hold capital at the 95% level of the loss distribution, the lognormal assumption requires 12.7% of the fund, whereas the RSLN assumption requires more than double this, at 25.9%. Recall that the RSLN model fits the data very significantly better than the lognormal model; it seems reasonable to infer that the lognormal distribution will understate the true risk measures.
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GORDON E. KLEIN*

Dr. Hardy is to be congratulated for writing this very interesting paper. I read it right after teaching two classes covering the material on Exam 4, and I think that it provides a wonderful example of using the methods of that exam (fitting of model parameters using the method of maximum likelihood, likelihood ratio tests, Schwartz Bayesian Criterion, and Akaike Information Criterion). I would recommend it as a supplement to anybody teaching that material.

The objective of the paper is summed up by the title—to find a model for long-term stock returns. In particular, Dr. Hardy describes a 10-year European put option with a strike price of 75 or 100% of stock index value at contract inception. The paper actually develops a model for short-term (one month) stock returns—a model that is preferred to other candidates using criteria of the likelihood ratio test and similar tests. The main question that I want to address is this: Can this model for monthly stock returns lead to a sufficiently good fit in the left tail of the implied distribution of long-term stock returns to lead to a good estimate of the price of a 10-year put option?

SCALABILITY

One of the reasons for the continuing use of the ill-fitting independent lognormal (ILN) model in financial theory is that it scales. If monthly returns are ILN, then so are annual returns. Only the parameters change. That is, if

$$\log \frac{S_{t+1}}{S_t} \sim N(\mu, \sigma^2)$$

for $t = 0, 1 \ldots 11$, then

$$\log \frac{S_{12}}{S_0} \sim N(12\mu, 12\sigma^2).$$

This is convenient in that it leads to tractable results. However, as Dr. Hardy points out, empirical studies do not bear out the ILN model. There are too many outcomes in the extremes of the distributions, and the large outcomes and small outcomes tend to be bunched together.

The Regime-Switching (R-S) model of this paper incorporates both of these empirical phenomena much better than the ILN does. However, it does not scale to other time periods. This is not merely a loss of convenience. The model does not have what I like to think of as a "believable story" behind it.

The "story" behind the ILN model is that of Brownian Motion—information is incorporated into stock prices in a continuous fashion as it becomes known. With R-S, this story still holds, except that at the beginning of each month, the volatility parameter of the Brownian Motion may change to another possible value. (In this paper, there are two possible values for the volatility parameter.)

It is that monthly frequency that does not scale. For instance, if we change the model to one with possible changes in volatility parameter at weekly intervals, one would have two incompatible models. Assuming four weeks per month for convenience, the weekly-change model would have five possible variances for monthly data, corresponding to the possible values of zero, one, two, three and four weeks where the low weekly variance parameter is in effect. Likewise, the monthly-change R-S model implies an annual model where there are 13 possible variance levels, but an annual-change R-S model would have only one. Which is preferred?

A model that would scale to any time period is one with two variance levels and a continuous-time Markov process for the changes between variance levels. (By the way, the continuous-time Markov process is a topic that has been removed from Exam 4.) The transition times are not restricted to a lattice. In such a model, the smallest monthly variance would result from being in the
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low-variance state for the entire month, and the largest would be from being in the high-variance state for the entire month. But the variance for any particular month could be anywhere in the interval between these endpoints. This model is the limiting case of the discrete-change-frequency R-S model as the change frequency goes to smaller and smaller intervals.

More generally, the variance parameter could change in continuous time and take on values from a continuum. This paper considers some models of this type and rejects them. They either do not fit the data as well as R-S, or they take too many parameters to attain their fit. I would be interested to see how a model such as that of the prior paragraph fits and whether any additional complications are justified by the benefits of scalability.

**Is R-S Merely the Best of the Models Considered or Is It Truly Good**

The *Loss Models*¹ textbook discusses goodness-of-fit tests as the next step once a model had been selected in the manner of this paper. Parameters have been fitted to several models, and the Likelihood Ratio Test and similar tests indicate the superiority of the R-S model within the set of models tested. But, is there some goodness-of-fit test along the lines of the Chi-Squared and Kolmogorov-Smirnov tests to determine whether we can conclude that it is a good model and not simply the best of a set with no good models?

**Uncertainty of Parameter Estimates**

*Loss Models* discusses the “Delta Method” for finding an approximate confidence interval of a function of parameter estimates. In this paper, the six parameters that were estimated were the means and variances of the two normal distributions (low and high volatility) and the transition probabilities.

Dr. Hardy discusses (p. 44) the high estimates of the standard deviations of the estimators of the transition probabilities. For example, for the TSE time series, the probability of shifting out of the low volatility state in a particular month has a point estimate of .0371 with a standard error of .012. Likewise, the probability of shifting from the high to the low volatility state has a point estimate of .2101 with a standard error of .086.

The point estimates imply long-run probabilities of 85% (low volatility state) and 15% (high volatility state). If the correct values are one standard error higher (.0491) for the first probability and one standard error lower (.1241) for the second, then the long-run probabilities become 72% and 28%. The long-run probabilities are sensitive to a parameter whose value is not well known. Of course, there are covariances in the estimates, but these are not provided in the paper, so we cannot mathematically perform the Delta method. But, we can see qualitatively that uncertainty in parameter estimates will lead to greater uncertainty in the long-run probabilities.

The price of the stock or stock index being modeled is $S_t$, where $t$ is time in months. To price a 10-year put option, one needs the distribution of $S_{t+120}$. It is clearly true that

$$S_{t+120} = S_0 \exp \left[ \sum_{t=0}^{119} \log \left( \frac{S_{t+1}}{S_t} \right) \right].$$

Under R-S, the long-run distribution of each term in the sum is a two-point mixture of normal distributions consisting of $N(\mu_i, \sigma_i^2)$ with probability $\pi_i$, for $i = 1, 2$. Again, without covariances of parameter estimates, it is not possible to say how sensitive the final function of the parameters, the put option price, is to errors in the estimates of the parameters. If it turns out that the confidence interval for the put price is quite large, we would not want to put much credence in the point estimates of 1.322% (S&P) and 1.8% (TSE) for the prices of puts with strike prices at the index value at time 0 (p. 49).

**Other Models that Could be Considered**

The two-point mixture of normals is a model that reflects the empirical monthly data having more extreme values than would be expected with a single normal distribution. In fact, the independent two-point mixture of normals might be another model to consider. It has five parameters, one fewer than R-S. It has almost the same dis-

---

tribution for \( S_{120} \) as R-S. Would the method of maximum likelihood produce similar results with that model? Would it win out under the Likelihood Ratio Test and its variations?

Another model that might have been considered is the Independent Log-Stable-Paretian. The Stable Paretian distribution is a class that includes the normal. Its other members are more “fat-tailed” than the normal, so they can be fitted to data with more extreme values than a single normal can be fitted to.\(^2\)

Since the R-S model does not scale, it would be interesting to see it fit with other time frequencies for the possible parameter shifts and to see how sensitive the 10-year put prices are to the change in that time frequency.

**Conclusions**

In Section 8 of the paper, Dr. Hardy says that one must have a “realistic fit in the left tail” of the distribution of the stock price at expiration of the put option to price it well. This is clearly the case, but I am not convinced that this model provides such a realistic fit. We have not been shown its fit for the past data. And, what evidence is there that the next 120 outcomes of the time series \( S_t \) will follow the same process as the past, even if we could say what process that was? The last several years of stock market returns make me think that the mean and variance may simply shift over time, not to values from a small set of known possibilities, but to values that would not have been thought “realistic” prior to their occurrence.

The history of the TSE index consists of approximately 4.5 disjoint 10-year periods. This seems inadequate to model future 10-year periods. It would also be hard to argue that the returns for each decade are outcomes of a single random process such as that of this paper.

One other test that I would find interesting is this: Delete the data for the most recent 120 months (in this paper, 1990–1999), and then estimate the parameters for the remaining data. Find the distribution of \( S_{120} \), the index value at the end of 1999. At what percentile of this distribution is the actual outcome (for each index)?\(^2\)

Finally, it would be interesting to know how the finance literature addresses the modeling of long-term options, if at all. In Canada and the United States, options are traded with maturities as long as three years. If insurance companies have a need for 10-year options to hedge options that they have sold, one would think that it might be possible to find a seller in the financial markets.

Although I said earlier that I do not put much credence in the numerical values calculated for the put prices, I want to emphasize that this is not to say that the R-S method is bad in the sense that it can be greatly improved upon. Rather, I believe that it may do as good a job as can be done. The problem is that there may be answers quite different from those in this paper that I would also say do about as good a job as can be done. I think that we actuaries cannot put a value on a 10-year put option on a stock index with anything like the precision and confidence with which we can put a value on more traditionally actuarial future cash flows.

**Author’s Reply**

**Mary Hardy**

I thank Gordon Klein for his very considered comments on the paper. He has raised some interesting issues; I am grateful for the opportunity to address them.

**Scale Invariance**

Scale invariance is an attribute of the lognormal distribution; it requires, for example, that the accumulation factor for two consecutive months should have the same distribution as the accumulation factor over individual months, with appropriate adjustment to the parameters. The lognormal distribution is not the only scale invariant distribution; any log-stable distribution (which includes the lognormal distribution as a special case) would have the same feature. Scale invariance is certainly a very attractive characteristic.

---

of any model for investment returns. The advantage of having a single distribution describe the investment returns over any time unit is considerable. Also, as Mr. Klein states, there are reasons why scale invariance is appropriate, and there are substantial advantages in the mathematics. The problem is that this assumption is not supported by the data. Monthly, daily, and intra-day data all show autocorrelations that rule out scalability — scalability requires independent identically distributed increments, and therefore zero autocorrelation.

Now we have a choice. To be consistent with scale invariance will require us to use models inconsistent with historical data. Moreover, the bias can be expensive, in that the log-stable distributions give tails that are too thin (compared with the data), leading to under-estimation of the risk from low returns. The data on stock returns show significant positive first-order autocorrelation when we measure by month or by week. Ignoring the autocorrelation gives thinner tails in the longer term accumulation factors than are supported by the autocorrelation structure in the data. Mr. Klein states that the model is inconsistent with the economic “story”. Well, then either the story or the data are wrong — I choose to be guided by the historical data.

Mr. Klein sets a lot of store by what he terms a believable story. I would argue that the regime switching model has just as much claim to legitimacy as the scale invariance story and probably more so in an economic framework. In his original work, Hamilton makes the point that there are distinct macroeconomic regimes. Because equity returns are related to the expectations of future productivity, the regime-switching model in this paper has a very natural economic interpretation. There can be more than one believable story and perhaps some are more believable than others.

**Continuous Time Models**

I agree with Mr. Klein that it is useful to have continuous time models for certain applications. A continuous time model with a regime-switching structure exists (Naik, 1993). However, if we take the continuous time regime-switching process and observe it in discrete time, we will have a different model from that described in this paper. I am not sure what the discrete time model derived from the continuous time regime-switching model would look like; I doubt that it would be particularly tractable. For applications using stochastic simulation, we would need to use a discrete time version. For fitting to the discrete time data available, we would need to use a discrete time version. If stochastic simulation is the main focus of the work, it seems reasonable to go straight to the discrete time model. Note that Mr. Klein’s objection to a model that is not derived first in continuous time rules out all discrete time series, for example, the auto-regressive or autoregressive conditionally heteroscedastic families for economic application. In fact, there is an enormous body of literature using these kinds of discrete time distributions for economic time series, in both the econometrics and the finance fields. We should not rule out all these immensely useful models because they cannot be derived from a unifying continuous time model.

**Goodness-of-Fit Tests**

Goodness-of-fit tests, such as the $\chi^2$ test, are applicable to larger samples where the number of observations in various ranges can be compared with the expected numbers from the model tested. For smaller samples, as Mr. Klein notes, the Kolmogorov Smirnov test can be used. In time series, the whole concept of sample size is a bit fuzzier. If we were to assume that returns in each time period were independent, we could treat the data as a random sample of 529 independent observations and could then apply one or other goodness-of-fit test. Once we allow for autocorrelation, we lose all the tests that depend on having independent observations; rather than a set of 529 individual observations, we have one observation of a 529-variate random variable. The goodness-of-fit tests don’t exist for single-observation data. We must determine whether the internal structure of the single observation of 529 values is consistent with the model. To accomplish this, we must use the model selection tests, such as AIC, SBC, and the likelihood ratio test, and subjective judgements such as the ability of the model to explain outliers like the return in October 1987.
PARAMETER ESTIMATES

Mr. Klein has pointed out the high standard errors for the regime-two parameters. Because the process is not often in regime two, the estimates are, essentially, based on fewer observations than the regime one estimates. I agree that this is unfortunate. I am happy to consider ways to improve this situation. Using a longer data series might be one way; although as the data extends back into the WWII period, there may be inappropriate effects on the estimates (unless you believe that the estimates should allow for the possibility of another world war). Mr. Klein suggests using the delta method for a confidence interval for the put option prices, which is a very good idea.

The delta method relies on the asymptotic properties (i.e., large sample properties) of the maximum likelihood estimator. These properties apply, with certain conditions, even for time series data where the data are not independent. However, further research on the estimation of the parameters using Bayesian methods indicates that the parameter estimates are not very normal for this sample size, so we should not rely too heavily on the asymptotic properties. See Hardy (2001) for further details.

An interesting question is whether using a better-fitting model with some greater parameter uncertainty would give worse results than using a poorly fitting model with less parameter uncertainty. I think that the better fitting model would at least give a more accurate range of results, and I thank Mr. Klein for pointing out that the range may be quite broad.

OTHER MODELS

The two point mixture of Normal distributions that Mr. Klein suggests could be modelled as a special case of the regime-switching model, where the probability of being in regime one (say) on month t to t + 1 is the same whether the previous month was spent in regime one or two. The likelihood ratio test p-value for this distribution compared with the two-regime model in the paper is approximately $10^{-4}$. This indicates that the simpler model (that is, the two point mixture) should be rejected in favour of the regime-switching model. This is not surprising because it is clear that autocorrelation in the data needs to be modelled, and it is not modelled in this structure.

I have also compared the log-stable distributions suggested by Mr. Klein with the regime-switching distributions for the data used in the paper. For the S&P 500 data, the likelihood ratio test p-value is approximately $3 \times 10^{-4}$. For the TSE 300 data, the likelihood ratio test p-value is less than $10^{-4}$. In both cases, all three model selection criteria favour the regime-switching model.

CONCLUSION

Mr. Klein asks what evidence there is that the next ten years of stock returns will follow the same process as previous years. I would reply, what else would you have us assume?

Insurers in the UK made an alternative assumption in the 1980s when they offered guaranteed annuity rates on variable annuity type contracts. The rates offered were out-of-the-money provided interest rates did not fall below around 6%. Rather than modelling using past data, the insurance company actuaries decided that such a fall was impossible and that there was no need to make any provision for these options. The actuaries were wrong, of course, and one company has wound up and two more are in serious difficulty because of the costs arising from these guarantees. Had the actuaries used past data to model the options, they would certainly have come to a different conclusion. There may be adverse consequences when we ignore the objective data and rely too heavily on subjective judgement.

If insurers are to offer benefits that depend on stock returns, actuaries must model them. And, because we must model them, let us strive to model them as well as possible. I would be delighted to see a model perform better than the regime-switching model. I believe that we should be working to produce better and better models in all actuarial applications. What must not be allowed to happen is to let modelling itself fall into disrepute because we “cannot know” whether the past is an adequate representation of the future. The management of variable annuity contracts in the U.S., segregated fund contracts in Canada, and other equity-linked products around the world require models of the assets and liabilities. While we offer these contracts, we need these models.

Mr. Klein asks for the re-estimation of the pa-
parameters without the final 10 years to determine the quantile where the final 10-year accumulation factor falls. This is called an out-of-sample test.

The parameter estimates using data up to year end 1989 for the TSE index are given below. The original parameters using the full data set are given in parentheses for comparison:

Regime 1:
\[ \mu_1 = .0131; \quad \sigma_1 = .0339; \quad p_{12} = .0479 \]

(full data: \( \mu_1 = .0123; \quad \sigma_1 = .0347; \quad p_{12} = .0371 \))

Regime 2:
\[ \mu_2 = -.0130; \quad \sigma_2 = .0741; \quad p_{21} = .026 \]

(full data: \( \mu_2 = -.0157; \quad \sigma_2 = .0778; \quad p_{21} = .2101 \))

The actual accumulation factor using month end data for the TSE 300 index, from January 1, 1989, to December 31, 1999, was 2.917; this falls at the 55th percentile of the distribution using the pre-1990 data. So, while Mr. Klein may not be happy to use this model for the next ten years, it would have provided a reasonable estimate for the accumulation factor had we used the model with the information available at December 31, 1989.

George Box said, “All models are wrong, but some are useful” (Box 1976). I agree completely with Mr. Klein that the regime-switching model is “wrong”. It may nevertheless be useful.
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