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14 Partial Derivatives

14.3 Partial Derivatives

Definition The partial derivative of f with respect to x at (a,b), denoted by f.(a,b), is

.. fla+hb)— f(a,b) Of

Similarly, the partial derivative of f with respect to = at (a,b), denoted by f,(a,b), is

.. fla,b+h)—f(a,b) Of
fya.b) = lim ) -

D, f|.

When computing partial derivative of a function with respect to a variable, we regard other variables
as constant (R Z7EERE T LA MMSEEAEUE) | and the problem reduces to differentiation
of single variable.

Theorem(Clauraut’s Theorem) Suppose f is deined on a disk D that contains the point (a,b).
If the functions f,, and f,, are both continuous on D, then f,,(a,b) = f,.(a,b). ({RE IR RHEHE
8 BB R EFP AR B AR - )

Exercise (Textbook) If g(z,y,2) = V14 2z + /1 — ay, find guy..

14.4 Tangent Planes and Linear Approximation

Recall that the linear approximation (tangent line) of a differentiable function of single variable is

Yy =yo+ ['(zo)(x — o).

Similarly, suppose f has continuous partial derivatives. The linear approximation (tangent
plane approx.) to the surface z = f(z,y) at the point (zo, yo, z0) is

z = 20+ fa(To,v0) (@ — x0) + fy(z0,50) (¥ — Y0)
=20+ Vf-{(x—x0,y—yo) (Vector Representation)

The value Vf - (x — xo,y — yo) = fu(%0,%0)(x — z0) + fy(20,Y0)(y — yo) is called the differential.

Theorem If the partial derivatives f, and f, exists and are continuous at (a,b), then f is dif-
ferentiable at (a,b). Note that the converse is not true!
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14.5 Chain Rules

Theorem (General Version of The Chain Rule) Suppose that u is a differentaible function of the

n variables x1,...,x, and each z; is a differentiable function of the m variables ¢i,...,t,,. Then u
is a function of ¢1,...,t,, and for each i = 1,...,m, we have
Ou  Ou dry ou 0xy ou Oz,

It’s helpful to draw the tree diagram as the following figure. To compute the partial derivative with
respect to a variable t;, we just compute the product of partial derivative of each path from u to t;,
and sum them up.

2\ //\ AN

tTt2..tm t1 t2..tm ... t1 t2...tm

Exercise (106fi#{ L) Assume f(z,y) is a function of two variable and let g(t) = f(1 + 2t,3 + 4t).
Use the first and the second order partial derivatives at (1,3) to represent ¢'(0) and ¢”(0).

14.6 Directional Derivatives; Gradient Vectors

Definition The directional derivative of f at (¢, o) in the direction of a unit vector u = (a, b) is

f(zo + ha,yo + hb) — f(z0, o)
h
~ lim f(xo + hu) — f(xo)
h—0 h

Duf(x(J?yO) = ’lllir(l)

(Vector form)

if the limite exists.

Definition The tangent plane to the level surface F(x,y,z) = k at P(xq, Yo, 20) can be written
as

Fy (20,90, 20)(x — x0) + Fy(0, Yo, 20)(y — Yo) + F=(x0, Yo, 20)(2 — 20) =0,

where VF(z, Yo, z0) is the normal vector of the tangent plane.

Exercise Find the tangent plane of the surfaces at the specified points.

(a) (105(#2) lnxy—I—sinyz =0at (1,1,0).

(b) (103?’%&') - arctan§ =a2%+ f zyv/ 1+ t3 dt at the point (1,2,2).

ry



Calculus (109-2) 3

Theorem If f is differentiable function of  and y, then f has a directional derivative in the
direction of any unit vector u = (a, b) and

Dy f(zo,90) = fa(a,b)a+ f,(z,y)b
= Vf(20,%0) - u
< |V f(@o, yo)l[a] = |V f(xo, yo)l-
Property Let f be differentaible multivariate variable and suppose V f(x) # 0. Then

1. The directional derivative of f at x in the direction of a unit vector u is given by D, f(x) =
V f(x) - u, as the theorem above shows.

2. When the gradient vector is parallel to u, the inequality is equality, i.e, V f(x) points in the
direction of maximum rate of increase of f at x, and that the maximum rate of change is

V£ ()]
3. If u is a direction along the level curve, then V f(zg,yo) - u is 0, i.e, V f(x) is perpendicular to
the level curve or level surface of f through x.

14.7 Maximum and Minimum Values

Theorem Suppose the second partial derivatives of f are continuous on a disk with center (a,b),
and suppose that f,(a,b) =0 and f,(a,b) =0 (so (a,b) is a critical point of f). Let
D = D(@,5) = fua(0, ) f(0,5) — [fu(a, b))

(a) If D > 0 and f,.(a,b) > 0, then f(a,b) is a local minimum.
(b) If D > 0 and f,.(a,b) <0, then f(a,b) is a local maximum.
(c) If D <0, then (a,b) is a saddle point of f.

(d) If D =0, then the test gives no information.
Tips For Finding Extremum:

1. Find all candidate points whose gradient is 0.

2. Compute the second-order partial derivatives of these points and use second derivative test to
identify their types.

3. (Rarely Seen) For points that the test gives no information, use the definition (the function
value near the points) to determine its type.

y 2
Exercise (107/#{") Find and classify all critical points of f(xz,y) = 42 + 22y + §y3 + 622

14.8 Method of Lagrange Multipliers

Exercise (103§ £.) Find the maximum and minimum (and the corresponding points) of f(x,y) =
2y under the constraint 22 + zy + y* = 1.
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15 Multiple Integrals

15.1 Multiple Integrals over Rectangles and General Regions (15.1, 15.2, 15.6)

Definition The double integral (triple integral is similar) of f over the rectangle R is

/ flw,y) dA = mlirﬁwzzf 55 u5)
R

i=1 j=1

if this limit exists.
However, the above definition is difficult for evaluating the integral. With the continuity, Fubini’s
theorem helps us transform multiple integral to iterated integral.

Fubini’s Theorem If f is continuous on the rectangel R = X [c,d], then

/fxy ) dA = //fxy dyda:—//fmy dxdy

Exercise (1037#H) Write the integral in 5 other orders.

1 1 1—y
/ / f(z,y, 2) dzdydx
o JvzJo

Exercise (Textbook) Evaluate the double integral [[ sin?x dA, where D is bounded by y = cos ,
R

0<z< —,y=0,z=0.

5
15.2 Changes of Variables and Polar Coordinates (15.3, 15.9)

Theorem

Suppose that T is a C' one-to-one transformation whose Jacobian is nonzero and that 7" maps S
in the uv-plane onto R in the xy-plane. Suppose that f is continuous on R and that R and S are
either type I or type II plane regions. Then

//fxydA //f 2(u,v) uv))‘ggzvg

Theorem (Integration of polar coordinate)

Let z = rcosf and y = rsinf, then the Jacobian of the transformation is

O, y) _
d(u,v)

Then, if R is the polar rectangle given by 0 < a <r < b and a <0 < 3, then

//f(x,y) dxdy = /aﬁ /abf(TCOSQ,rsiné’) rdrdf
R

Exercise Evaluate the following integral

cosf) —rsinf .
=rcos’f+rsin?=r>0=

sinf rcos@
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1. ffwf—jysz,whereQ:lgﬁ—l—ﬁgQ.

2. ff — x)(2x + y) dA, where Q is bounded by y —x =1,y —x=2,2v+y =0, 20 +y = 2.

11 Tayler Series

Theorem If f has a power series representation »_ c¢,(x — a)", which has radius of convergence
R > 0, then

fx)=co+c(z—a)+clr—a)+... (Power Series Representation)

/ "(a (3)CL
f()f() f"(a) f(a)

(x —a)+ ST (x —2)* + i (z—3)%+... (Taylor Expansion)
When |z —a| < R, we can integrate or differentiate f(z) term by term, or even replace x with some

other functions of x (For example, take replace = with 2z in the above equation).

Warning There exists functions that are not equal to the sum of their Taylor expansions, if the
function doesn’t has a power series representation.

The following are some important Maclaurin series that you should be able to derive independently.

1 o )
] =>x"=1+x+x"+x>+--- R =1
- X n=l{
= n . 2 3
et = "_=]+'_+'_+_+ R=mo
neg 11! 1! 2! 3!
. "‘JH—[ _!‘__1. _\_:-T. _‘?
sin x “2_‘,]{—}—”1=_\'—§+5!—?+ R==
. X "Je _\'3 _\_-I x-ﬁ
cos x = E:J{—l} 2 —?-kz—a-k“‘ R=
=l !‘_EH-I-I_ ‘_,\ ‘_5 !‘:?
tan"'x =2 (-1 ——=x—-—+"——-—+ R=1
) J%J ) 2n + 1 ' 3 5 7
'k’:‘ " _\.3 X 3 _\.-I-
In(1 +x)=2(-D""'—=x—-—+ -+ R=1
0= 2D TEsx s et e
"k kk—=1) ,  klk—1)(k— 2
(1 + x)= > x"=1+ kx+ }x'+ ) }x"‘-k--- R=1
oo\ 1 2! 3!
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Exercise (1067 ) Express tan~! z as a power series.
Exercise (103f#£) Find the Taylor expansion of the function f(x) = cos™' z at x = 0.

Exercise (1087 Z)

1. 1 . 1
07y == = _m [ T Ty T )
7. (14%) & f(x) 5% tgpt t +?71(n_1)3? +o TE |2 < 1
(a) (2%) & f49(0)
(b) (6%) K f'(x) M f"(2) H2x=0 WRIEN, TREEASTEEFTTEH,

(¢) (6%) 1B f(z) BRMEFEH,
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