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## Roadmap

(1) Embedding Numerous Features: Kernel Models

Lecture 6: Support Vector Regression
kernel ridge regression (dense) via ridge regression + representer theorem; support vector regression (sparse) via regularized tube error + Lagrange dual
(2) Combining Predictive Features: Aggregation Models

## Lecture 7: Blending and Bagging

- Motivation of Aggregation
- Uniform Blending
- Linear and Any Blending
- Bagging (Bootstrap Aggregation)
(3) Distilling Implicit Features: Extraction Models
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## An Aggregation Story

## Your $T$ friends $g_{1}, \cdots, g_{T}$ predicts whether stock will go up as $g_{t}(\mathbf{x})$.

## You can ...

- select the most trust-worthy friend from their usual performance —validation!
- mix the predictions from all your friends uniformly -let them vote!
- mix the predictions from all your friends non-uniformly -let them vote, but give some more ballots
- combine the predictions conditionally -if [ $t$ satisfies some condition] give some ballots to friend $t$
aggregation models: mix or combine hypotheses (for better performance)
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$$
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$$
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selection:
rely on one strong hypothesis aggregation:
can we do better with many (possibly weaker) hypotheses?

Why Might Aggregation Work?
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- mix different weak hypotheses uniformly
$-G(\mathbf{x})$ 'strong'
- aggregation
$\Longrightarrow$ feature transform (?)

- mix different random-PLA hypotheses uniformly
$-G(\mathbf{x})$ 'moderate'
- aggregation
$\Longrightarrow$ regularization (?)
proper aggregation $\Longrightarrow$ better performance
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## Reference Answer:

The 'region' that gets two positive votes from $g_{1}$ and $g_{2}$ is $|x| \leq 1$, and thus $G(x)$ is positive within the region only. We see that the three decision stumps $g_{t}$ can be aggregated to form a more sophisticated hypothesis $G$.
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## diverse hypotheses:

even simple uniform blending
can be better than any single hypothesis
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## Reference Answer: (2)

$$
G(\mathbf{x})=\operatorname{innerprod}\left(\frac{1}{T} \sum_{t=1}^{T} \mathbf{w}_{t}, \mathbf{x}\right)
$$

which is clearly a linear function of $\mathbf{x}$. Note that we write 'innerprod' instead of the usual 'transpose' notation to avoid symbol conflict with $T$ (number of hypotheses).
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## Any Blending

(1) compute $\tilde{g}$

$$
=\text { AnyModel }\left(\left\{\left(\mathbf{z}_{n}, y_{n}\right)\right\}\right)
$$

(2) return $G_{\text {ANYB }}(\mathbf{x})=\tilde{g}(\Phi(\mathbf{x}))$,
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any blending:

- powerful, achieves conditional blending
- but danger of overfitting, as always :-(
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## KDDCup 2011 Track 1: World Champion Solution by NTU

- validation set blending: a special any blending model

$$
E_{\text {test }} \text { (squared): } 519.45 \Longrightarrow 456.24
$$

-helped secure the lead in last two weeks

- test set blending: linear blending using $\tilde{E}_{\text {test }}$

$$
E_{\text {test }} \text { (squared): } 456.24 \Longrightarrow 442.06
$$

-helped turn the tables in last hour
blending 'useful' in practice, despite the computational burden

## Fun Time

Consider three decision stump hypotheses from $\mathbb{R}$ to $\{-1,+1\}$ : $g_{1}(x)=\operatorname{sign}(1-x), g_{2}(x)=\operatorname{sign}(1+x), g_{3}(x)=-1$. When $x=0$, what is the resulting $\Phi(x)=\left(g_{1}(x), g_{2}(x), g_{3}(x)\right)$ used in the returned hypothesis of linear/any blending?
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## Reference Answer: (2)

Too easy? :-)
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## What We Have Done

blending: aggregate after getting $g_{t}$; learning: aggregate as well as getting $g_{t}$

| aggregation type | blending | learning |
| :---: | :---: | :---: |
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next: diversity by data randomness without $g^{-}$
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\text { consensus } \bar{g}=\text { expected } g_{t} \text { from } \mathcal{D}_{t} \sim P^{N}
$$

- consensus more stable than direct $\mathcal{A}(\mathcal{D})$, but comes from many more $\mathcal{D}_{t}$ than the $\mathcal{D}$ on hand
- want: approximate $\bar{g}$ by
- finite (large) $T$
- approximate $g_{t}=\mathcal{A}\left(\mathcal{D}_{t}\right)$ from $\mathcal{D}_{t} \sim P^{N}$ using only $\mathcal{D}$
bootstrapping: a statistical tool that re-samples from $\mathcal{D}$ to 'simulate' $\mathcal{D}_{t}$
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bootstrap aggregation (BAGging): a simple meta algorithm on top of base algorithm $\mathcal{A}$
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## bagging works reasonably well if base algorithm sensitive to data randomness
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## Reference Answer: (3)

Consider re-sampling in an ordered manner for $N$ steps. Then there are ( $N^{N}$ ) possible outcomes $\tilde{\mathcal{D}}_{t}$, each with equal probability. Most importantly, ( $N!$ ) of the outcomes are permutations of the original $\mathcal{D}$, and thus the answer.

## Summary

(1) Embedding Numerous Features: Kernel Models
(2) Combining Predictive Features: Aggregation Models

## Lecture 7: Blending and Bagging

- Motivation of Aggregation aggregated $G$ strong and/or moderate
- Uniform Blending
diverse hypotheses, 'one vote, one value'
- Linear and Any Blending
two-level learning with hypotheses as transform
- Bagging (Bootstrap Aggregation) bootstrapping for diverse hypotheses
- next: getting more diverse hypotheses to make $G$ strong
(3) Distilling Implicit Features: Extraction Models

