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o Introduce two separate models to represent two speaker roles  © The model achieves impressive improvement on the DSTC4 dataset
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o The role-based models outperform the one without the
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Conclusions

o Approach: an end-to-end role-based contextual model that automatically learns speaker specific contextual encoding
o Experiment: impressive improvement on a benchmark multi-domain dialogue dataset
o Result: demonstrating that different speaker roles behave differently and focus on different goals
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