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ABSTRACT

The mobile devices have been widely spread and nbeco
frequently used equipment in daily life. Besidestehing videos
on these devices has become a more and more pamtiaity.
However, there are several challenges (e.g., smallile screen
size, low bandwidth, fragmented watching time) leifidg mobile
video watching: they either interrupt the watchprgcess or limit
users to browse many contents at the same timditibreal video
summarization techniques are suffering the smaiest issue.
Therefore, we propose a systenGomp2Watch which is
pronounced like “come to watch”. It implies the miesy of
“composing the frames into a collage” and “comprassthe
watching time”. It puts ROI factors into considésatin order to
help users take a quick glance at videos. Alsomadify the cost
function to incorporate the templates with variah$pect ratios.
We also address the monotone layout problem cabgethe
limited space. The experimental results show teatsican obtain
clearer subject without losing many contexts.

Categories and Subject Descriptors
H.5.1 [Information Systemgd: Multimedia Information Systems

General Terms
Algorithms, Experimentation, Human Factors
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1. INTRODUCTION

Smart phones have some significant progresses wdrieibled
many things that used to be performed only on thmaputers.
They have already changed the ways of our lifédath, more and
more people are watching videos on mobiles now,theémount
of people who watch videos on mobile devices has lggowing

rapidly during these past years. The latest refrorh Nielsen

Company [8] shows that the number of Americans hiate

mobile video has grown more than 40% from 2009 2010 Q4,
ending the year at nearly 25 million people. Notyohas the
popularity grown, the average time that users watrchideos on
mobile phones has also grown nearly 20% at the dame At

the end of 2010 Q4, people spent 4 hour 20 mirpgesnonth on
watching mobile videos in average.

We mainly focus on smart phones instead of paddik@puters
because they are pocket portable and thereforebwiklways at
hand. However, to the best of our knowledge, tlaeeat least
three gaps in mobile video watching:
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Figure 1. lllustration of baseline (left) and proposed methc
(right). Applying existing video summarization technique
directly on mobile interface which has very limited spacemay
results in some problem. Imagine that putting a hug collageof a
video into a smart phone: low zoom level makeshe frames
unclear, while high zoom level images will occupyts of spaces.

1. Fragment watching time: Users will not watch mobile videos
if there are computers or televisions at hand, st common
situation is that when users have only a small khofriime (e.g.,
while waiting for a bus, standing in line at a stoor during daily
commute in subway). In these situations, users maty have
enough time to watch a complete video, and oncentdiehing
process is paused, it will not be easy to get badke time point
where users leave last time.

2. Slow/unstable network: Although online video streaming sites
(e.g., Youtube, TED) usually have buffer mechantsnmensure
that their videos can be played instantly instetdsers’ having
to download the whole video clip before watchingens cannot
get a quick glimpse of the main idea of the corgtoty until the
video ends or has been played for a while. It i&gpensive cost
in terms of time and also network bandwidth.

3. The size of mobile display:In fact, the screen resolution of
commercial smart phones (e.g., Sony Ericsson XPERI&:
854*480, HTC Desire HD: 800*480) has grown to né¢he
resolution of PC’s LCD screens (e.g., XGA standam@R4*768,
WXGA standard: 1280*800). However, when it comepligsical
screen size, the smart phones (e.g., Apple iPhé@B4nch, HTC
Desire HD: 4.3 inch) are far behind from PC’'s LCbrezens
(usually more than 20 inch). The comparison aboeam that
smart phones have to put a relatively large conisat a tiny
space. The detailed illustrations are shown in feéigu
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Figure 2. Illustration of screen ]
resolution comparison (top) and Soluch
Sctreen size comparison (right). VS.

Mobile screens are in green color, 22 inch

and LCD screens are in blue color.

In addition, it is known that performing actionkdi pressing
virtual buttons on a touch screen is somehow diffif5]. It is not
surprising that interacting with such screens (esglecting,
dragging, or clicking) can be very challenging esaléy when the
content is too large so that it must be scaled down

To handle the first two gaps, we use a collage exagmposed by
selected frames. The time orders of shots are metbeso that it
can provide random access via finger click on thech screen
interface on mobiles. It is much more convenierintldragging
the timeline beneath the video. Also, downloadirgirgle image
instead of the whole video can significantly redtice network
overhead, and taking a glance on the images cdrlecnaers to
try to get the story in the video or help usergtiackly filter out

videos which they are not interested in.

The advantages above come from the traditional ovide
summarization techniques. However, the most impoiisue is
the small screen property on such mobile platfofses Figure 1).
To bridge this last gap, our intuition is basedtos ROI region in
the image frame. Figure 3 shows examples of exda®Ol
bounding boxes, and we have observed that cropihiagROI
regions from the frames has the chance of saviagespwithout
losing much context information in average casée [Gtter user
study results support this observation, too.

The key contributions of this paper are:

1. To the best of our knowledg€omp2Watchepresents one
of the first attempts that enables video summadmabn
mobile devices, thus presenting another experieane
mobile video watching.

2. We observed several gaps for mobile video watchimgywe
use ROI extraction to deal with the most challeggame,
thus enabling the templates with non-fixed ratimdAthe
result collage is more compact.

3. We propose several measurements @ompactnessand
evaluate them in the quantitative experiments.user study,
we evaluate bothClearness and Context Loss These
experiments show the promising results of the psedo
system.

Section 2 lists the related works and points out differences
from them, and the detailed description of our rfiedimethod is
stated in section 3 and 4. Section 5 shows theriempetal results,
and section 6 gives a conclusion and possibleduuarks.

Figure 3. The ROIs in video framesin talk videos (left) anc
movie trailers (right). White rectangles indicate FOI
boundaries.

2. RELATED WORK

We have surveyed some kinds of works which areeelto our
mobile video summarization. Previous works incligomatic
collage generation, video summarization based dimited space,
and mobile photo summarization.

Uchihashiet al.[1] was the first work that attempted to propose a
comic-like layout summarization on videos, and rth&ey

contributions are maintaining time order and emapthe variable
frame size in accordance with the importance ohat,sand we
use their work as our baseline. Although we dosth@lar process
for video summarization, we not only transplanttat mobile

environment, but also take a detailed observatioanlyze what
has been changed. In section 1, we described thaps for
mobile video summarization, and the first two gdpsnot exist
on PC environments, which are strong supports fateos
summarization on mobile devices; the last gap is thain

impedance for such possibility, and we try to setilis problem
by introducing ROI extraction.

For collage generation, Rother, et al. [2], Lee,akt[3] and
Goferman, et al.
representative works. [2] formulates the whole pthee into an
energy minimization problem, and they also use lg@ag and
Poisson blending to assemble a smooth collagefd8ws a
similar process (i.e., image ranking, ROI selectR®I packing,
and finally image blending) to build a collage. T8teength of [3]
is that it can be run efficiently on a mobile phopecessor.
Recently, a work that can compose images with rayitROI into
a collage has been proposed [4], the result is roomepact and
interesting because the space can be filled upartthirary shapes,
while [2] and [3] only handle rectangle ROIs.

The main difference of our work from them is thiagit images
have no time order like video shots, while our otigollage must
be time-ordered, and thus this layout problem cabeaolved by
their approaches. Most importantly, they do not etathe
“smallness issue” (the third gap mentioned abovajo i
consideration since a high-level view of the whalglage is
enough for their application.

3. KEYFRAME SELECTION

The main difference from [1] in this step is thae yut ROI
regions into consideration instead of presentirgwihole image.
Extracting ROI region can not only enable the fdity on frame
aspect ratio but also benefit the compactness en vthole
composed image.

[4] bave proposed some of the most



First, we apply shot boundary detection on the mivieleos and
choose the middle frame for each shot as the irpaggentation
of the corresponding shot. We then group these ishages by
common hierarchical clustering method, using prieeefdistance
threshold (Section 3.1). The importance of eacht sk be
computed in accordance with shot length, clustee sind ROI
ratio to the whole image. Then the importance scoaee
guantized into certain level to represent the édsiemplate sizes.
Finally, we filter out shots that are less impottan some shots
that are similar within a short period (Section)3.2

3.1 Shot Detection and Hierarchical

Clustering

For each video, the color histograms of full framedl be
extracted for shot detection. We take a common tadap
threshold method: if two adjacent frames or a medbframes are
measured to be very different, that will be a dimindary.

After shot boundaries are detected, we take thildim frame to
represent the corresponding shot and use thembasia unit in
the following steps. For simplicity, we refer tohts images” as
“shots” from now on.

Then a hierarchical clustering step is conductelde Tdea of
hierarchical clustering is to merge the two closdtsters
iteratively. Here we use both color and PHOG [73tfees to
ensure that the grouped shots are similar notiartigrms of color
histogram, but also in edge distribution (i.e.,[m)a

ROI is further detected for each shot using Hanelsk [5]. The
ROI region will be cropped and adapted as the fira@lage
representation. What's more, ROI information playsimportant
role both on shot importance re-weighting and ool
optimization phase.

3.2 Importance Computation

To utilize the space of output collage, the sizalbshots must be
differentiated by certain criteria. [1] has definhportance” as
“A shot is important if it is both long and rareThus they
formulate the importance as the length of a shatabzed by its
cluster size to penalize the repeated but discootia near-
duplicate shots. Therefore the importance of a ghetongs to
clusterk is given by:

1
Ij = L]' IOng (l)

WhereL;is the length of the shgt andW, (the proportion of
shots from the video that are in clust¢rcan be computed from
previous clustering result by:
Wy =
i =3¢ o 2
j=15; @
S; is the total length of all shots in clusterandC is the total
cluster number.

However, we think the importance score should mdy oeflect
the shot length and uniqueness, but also consi@drgRopotion
on the whole shot; that is, if a shot has a laRR@&l region, it
should be given a larger template to represenif ifse., higher
importance score). Therefore we replace the impoedy:

Area]ROI

®)

ROI _
=1 Area;
WhereArea®' andArea; are the pixels of the ROI area of sjiot
and the whole pixels of shptrespectively.

These importance score will be divided into certairels during a

rough quantization step in order to fit in the piefined templates
(see Figure 4). During this step, some shots \eiffibered out (i.e.

set their level to zero) if they are not importanbugh, and others
will be assigned sequentially, see Table 1.

The importance level is quantized from the impartascore, and
it will be used in one of our cost functions, so set the level
equal to the size of its area of desired template.

Table 1. The quantization step from importance sca to
corresponding level and template sizel is the importance
score of a shot (i.eI®%T), Max is the average of highestp
importance score of whole video, here we set= 5.

Importance Score Importance Desires Template

Level Size
| < 1/8Max 0 N/A
1/8 Max<| < 2/8Max 1 1*1
2/8 Max< | < 3/8Max 2 1*2
3/8Max< | < 4/8Max 4 2*%2

4/8 Max <1 < 6/8Max 6 2*3 or 3*2
6/8 Max< | 9 3*3

4. ROI PACKING

The goal of layout packing algorithm is to put sttiots into the
given two dimensional space with corresponding s(ze.
importance) while preserving their time order. Tchiave this
goal, one heuristic way is to arrange those shuis & multi-
layered layout (i.e. the whole space is divided imdw blocks,
and these row blocks contain sub-templates arraogkann by
column).

Unlike many well studied problems (e.g., bin-pagjinsuch a
layout optimization problem that has the above tangs is NP-
hard. In order to make the solution feasible, [idpwsed a “row-
block-exhaustive” approach (i.e. optimize each tack one by
one). The algorithm is listed as follows:

1. Set the current row block to the top row and tleetistg
shots = 1.

2. Generate all possible combinations of
{q1, q,, ...} for current row block.

templates

3. Compute the cost of all combinations and find| a
combinationq; that has the lowest cost by:

ng

(1
l= argmin{ —= g (forj—1,9i7) + Wi 4)
(s

Jj=1

Wheren; is the number of shot in combinatigy f; is the
i'th shot frame,q;; is the j'th template in sequence
combinationg;, w; is the remaining space in current row,
andc(x, y ) is the cost function that measure the difference

between the target shot frame image and the matthed
template.

4. Apply it to current row block and move to the neatv
block.s is also increased by the length of the solution.

5. Repeat 2. until all frames are packed.

For more detailed information, please refer to [1].



The following three subsections describe the keynges we have
made in this algorithm to guarantee that it cankweell with the
extracted ROIs even in an environment that hasigeld space:

1. We enable the templates with non-fixed aspect sadiace
the ROI region is extracted.

2. The cost function has been modified so that it w®rs not
only the importance of a shot, but also its aspstab.

3. Inter-row optimization has been introduced to etiate the
monotone layout combinations.

4.1 Non-fixed Aspect Ratio Templates

Unlike the baseline approach, we try to enable nfteeible
templates instead of fixed aspect ratio templade® (Figure 4). It
does not only change the appearance of outputgegltzut also fit
the ROI content to the template as appropriate Gibe.

1 1*1 2
2 2*2 2*3
3 3*2 3*3

Figure 4. The templates used in baseline (left) and t
templates used in proposed method (right). Such chge
demonstrates the possibility of norfixed aspect ratic
templates, and they can be extended easily.

4.2 The Cost Function

Given a shof and a templat&, the cost function in [1] only
measures the difference of size, that &;,. = |Size(T — S ).
WhereSize is the “importance level” we have mentioned in [Eab
1. However, it can be replaced by any measure fiérdnce
between the target shot and the available template.

Our templates not only have various sizes, but his@ various
aspect ratios, to fit the shot into templates whietve different
aspect ratio, the shot ROl is first scaled aloreggsthort dimension,
and then the ROI region must be extended along ather
dimension to prevent distortion. Since we inclubese regions
outside ROI, the unwanted areas will be countedpifels) into
the cost. Given the scaled regish the cost function is then
modified as:

C = a*Cgize + B*Area(T — S) (5)
Wherea andp are predefined weights and they are fixed.

4.3 Inter-Row Optimization vs. Intra-Row
Optimization

The baseline approach can produce sufficient/dévees/out
combinations on the media whose size (i.e. scradthys large
enough; however, for those mobile devices that hiawited
screen size, the generated solution (i.e. templatebinations)
usually lacks variety due to the limited solutigrase. Therefore,
we introduce the inter-row optimization step intee toriginal
intra-row optimization.

Our idea is to punish the repeated row sequencethen
minimization step, if a row sequence appeared twisecost will
be multiplied by a coefficient, and so on. The minimization
criterion is then modified by:

ni

1
['=argmin | — E (forjor, Qi) +wi |+ aN? (6)
3

j=1

Where N is the number of times that a certain solution has
appeared continuously. If a solution (i.e. templadenbination in

a row) repeated many times, the algorithm aboveterild to use
another combination of templates, thus preventihg tesult
collage from having a monotone layout.

5. EXPERIMENTS

We collect a total of 32 videos (20 of them aré& tatleos in TED,
12 of them are popular movie trailers) for the duling
experiments. The talk dataset and the movie dataset 156
shots and 42 shots in average, respectively.

The talk videos are suitable for summarization @bite because
their duration is usually longer and thus needsloam access to
recover the watching process if it is interrupt&@dditionally, talk
videos usually have a clear subject (e.g., spegheyres on the
slide) so we can extract meaningful and effecti@$from them.
We also include movie trailers that are much mdrallenging
into our experiments in order to evaluate a gersgraation. Some
example shots can be referred in Figure 3.

5.1 Quantitative Evaluation

We expect that the proposed method can represere mo
informative contents while the space consumptionaias near to
the baseline. Several measurements have been ptbpios
evaluate our result. First, “ROI Ratio” is definieygt

ROI Rati 12V: 15““”9‘1}50’

tio== Y =

atto VLuF L Area; ™
i=1  j=1

WhereF is the total number of frames in videoandV is the
total number of videos. Similarly, “Adapted ratig"given by:

AreaAdapted
Adapted Ratio = —Z Z drea; (8)
A

And “Enlarged ratio” is given by:
F

Z Scale; 9)

v
Enlarged Ratio = Z
i=1 ]:

Scale; is the adjusted scale after adaptation of shotgéria
Finally “Collage size ratio” is given by:

, . 1< Collage Area,”P?**?
Collage Size Ratio = VZ Collage AreaP®eline (10)
i=1
Collage Areacouage and Collage AreaPs¢'e are the output

collage size generated by proposed method and ibasel
respectively. The quantitative results are shownahle 2.



Table 2. Compactness Measurements Result. The firsbw
represents the result of talk videos, and the secdmow is for
the movie trailers.

Dataset | RO ratio Adapted Enlar_ged Collag_e area
ratio ratio ratio
Talk 36% 52% 1.81 109%
Movie 38% 57% 1.70 104%

For column 2 and column 3, statistics show thaerafROl

extraction, more than 60% of the area is cropped ldawever,
the ROI cannot be directly put into the collagehwiit adaptation
due to the aspect ratio. After the adapt step,Iyndwif of the

space in both datasets has been saved.

As for the last two columns, it shows that the eattin the
proposed method can give more clear subjects icdhage than
the baseline while using the same space.

5.2 User Study

The usability of a summarization system (especiafiynmobile) is
relatively subjective, so we also conduct a usgdysthat includes
several aspects to evaluate the proposed method.

We have invited 24 people: 15 of them are malef ¢them are
female. Their occupation distribution is: 6 undedyrates, 12
graduates, 4 PhD students, and 2 administratifis stu

We provide two identical smart phones to conduist tiser study:
HTC desire with Android 2.2 platform whose resaatiis
800*480.

Figure 5. lllustration of user study. We provide 2 identice
smart phones for users (left: baseline, right: propsed).

Four questions are listed below:

Q1. Clearnesof both approaches.

Q2. TheContext Los$n our approach.

Q3. Theimpression of templates with non-fixed aspatibs.

Q4. The overall rating.

Very clear 4
= Proposed = Baseline

Clear 3

Not so clear 2

Not clear 1

Score

Figure 6. Q1 - The comparison of clearness in bahart.

The first question asks user to evaluate the degfretearness of
the subject in the content, from 1 (not clear) tgvéry clear).
Figure 6 shows the average score among 24 useesbdseline
got a score near the borderline, while our approaak scored
between “Clear” and “Very clear”.

4%,
38%
58%
Not affected

Slightly affected
= Much affected

Figure 7. The result of Q2 in pie chart.

The second question is about the loss of contekirnmation.
Although the proposed method can enlarge the ctniealso
makes the context cropped, so we are curious dtmwterious it
is. The result (see Figure 7) shows that over bflfisers think
that the context information of proposed methodbeen affected
slightly by cropping ROI, nearly 40% people thirflat it is not
affected, and only 4% (i.e. one person) think thas seriously
affected. Note that the cropping process is harrfdulcontext
information in general. However, the effect is noticeable when
such an application is in some environment witlnatéd space.
In comparison with baseline, even though it keelbscantext
information, it is usually too small to be recogedz Only in some
cases (e.g., a big scene that can distinguish disgtign of the
subject) the baseline can maintain enough coméatrnation.



0%

21%

79%

Not uncomfortable
Slightly uncomfortable
= Very uncomfortable

Figure 8. The result of Q3 in pie chart.

The third question is “Does changing aspect raffeca your
impression or does this arrangement make you urarteie?”
We propose this question for we are concerned ukats may
want to stick with the original aspect ratio beatisey feel that
all shots which have the fixed aspect ratio is moare like a
video. Yet the result (see Figure 8) shows thatln@&9% people
do not care about this issue.

Proposed Baseline
00 0
= 4
Very good
Good
17 = Not good
16 mVery bad

Figure 9. Q4 — Overall rating of both methods in p¢ chart.

The last question asks users to give an overallestar both
methods. Although our method gets more “Very goddan
baseline (7:4) and also has fewer negative scrd3, there are
two-thirds of people that think they are both g¢8de Figure 9).

We have concluded some causes from users’ feedibhekmovie
trailers are more attractive than talk videos,thatROI extraction
cannot give a satisfactory result in many compéidaicenes that
are mostly from movies. On the other hand, although can
extract effective ROIs from talk videos, they u$pahave
monotone scenes (e.g., a speaker stands in fromt simple
background), so the extracted ROI regions arelikellose the
diversity of content (e.g., most of the frames #hre face of the
speaker). Moreover, the face of the speaker ispapn some
cases. That is why our method does not signifigamtitperform
the baseline in overall rating.

From users’ feedback, we think that both of the taees mainly
result from the ROI extraction step. The ROl eximc tool
which we used is for general purpose and does awve hany
adjustment. Thus it can be further improved for pluepose of
video summarization (e.g., applying face detectiertracting

ROI from consecutive frames to make the ROl motmist, and
S0 on).

6. CONCLUSIONS AND FUTURE WORK
This paper proposes a way to treat the video suimatam on
mobile environment which has limited space. ROlrastton is
introduced to make it possible to place the shaotsthe tiny
templates, and several key changes have been pabgBgection
4.1, 4.2, and 4.3) to incorporate with the ROlgsttimproving the
experience of watching videos on mobile devices.

Both the quantitative measure and the user studw shat our
method has a more clear result while using neagysame space.
The user study also shows that cropping out backgranon-
ROI regions) will not affect the understandabitityich.

The future works may include: Improve ROI extractimr our
purpose as it mentioned in the last section, intcedimage
retargeting to be compared with cropping, and niakeUl much
more friendly (e.g., providing transcript if any,aking the
number of shot in a row manually adjustable). Weklthat these
will make our work more robust and reliable.

7. REFERENCES

[1] S. Uchihashi, J. Foote, A. Girgensohn, and J. Biaec
Video Manga: generating semantically meaningfueeid
summaries. IfiProc. ACM Multimedia (MM)1999. DOI=
http://dx.doi.org/10.1145/319463.319654

[2] C. Rother, L. Bordeaux, Y. Hamadi, and A. Blake.
AutoCollage. InProc. ACM SIGGRAPH 200®0I=
http://dx.doi.org/10.1145/1179352.1141965

[3] M. H.Lee, N. Singhal, S. Cho, and In Kyu Park. Meb
Photo Collage. IlComputer Vision and Pattern Recognition
WorkshopgCVPRW), 2010. DOI=
http://dx.doi.org/10.1109/CVPRW.2010.5543752

[4] S. Goferman, A. Tal, and L. Zelnik-Manor. Puzzkeli
Collage. INEUROGRAPHICS2010.

[5] J.Harel, C. Koch, and P. Perona. Graph-Based Visua
Saliency. InProc. Neural Information Processing Systems
(NIPS), 2006.

[6] S.C.LeeandS. Zhai. The Performance of ToucheBcBoft
Buttons. InProc. ACM Conference on Human Factors in
Computing Systems (CHpages 309-318, 2009. DOI=
http://dx.doi.org/10.1145/1518701.1518750

[7] A.Bosch, A. Zisserman, and X. Munoz. Represersimape
with a spatial pyramid kernel. Broc. ACM international
conference on image and video retrie(@VVR), 2007.
DOI= http://dx.doi.org/10.1145/1282280.1282340

[8] Nielsen Company. State of the Media - Mobile Usagands:
Q3 and Q4 2010.
http://blog.nielsen.com/nielsenwire/online_mobilefmber-
of-americans-watching-mobile-video-grows-more-tidéna-
in-last-year/



