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#### Abstract

Summary: CNVDetector is a program for locating copy number variations in a single genome. CNVDetector has several merits: (1) it can deal with the array CGH data even if the noise is not normally distributed; (2) it has a linear time kernel; (3) its parameters can be easily selected; (4) it evaluates the statistical significance for each CNV calling. Availability: CNVDetector (for Windows platform) can be downloaded from http://www.csie.ntu.edu.tw/~kmchao/tools/CNVDetector/. The manual of CNVDetector is also available. Contact: kmchao@csie.ntu.edu.tw


## INTRODUCTION

Copy number variations (CNVs) of a target genome are DNA segments which are longer than 1 kb and present at different copy number in comparison with the reference genome (Redon et al., 2006). CNVs can be located by the high-resolution array comparative genomic hybridization (array CGH) approaches (Pinkel et al., 1998). Array CGH approaches are microarraybased techniques which provide fluorescence intensity ratios at arrayed small DNA samples. The higher fluorescence intensity ratio indicates that the target genome contains more copies of the corresponding DNA sample than the reference genome does. Given the array CGH data, many methods and programs for finding CNVs in a single target genome have been proposed (Hupé et al., 2004; Olshen and Venkatraman, 2004; Picard et al., 2005). Comparison studies of these CNV detection programs can be found in Lai et al. (2005) and Willenbrock and Fridlyand (2005). As indicated in Lai et al. (2005), however, these programs more or less suffer from (1) high time complexity of computing the results, (2) sensitive outputs to parameters, and (3) high time complexity of selecting the parameters.

Recently, Lipson et al. (2006) proposed a new framework for identifying CNVs in a single target genome by assuming that the measurement noise along the chromosome is independent for distinct probes and normally distributed. One advantage of this framework is that it provides the statistical significance for each CNV calling and these values are useful for further analysis. Also, this framework requires less computation time. Lipson et al. (2006) proposed an $O\left(n^{2} \cdot k\right)$-time program for this framework and showed the program runs in $O\left(n^{1.5} \cdot k\right)$ time in practice, where $n$ is the input size and $k$ is the number of detected CNVs. However, there is no evidence supporting that the noise of the array CGH data is always normally distributed.
In this work, we enhance Lipson et al.'s framework so that it can work well even if the noise is not normally distributed. Besides, we implement

[^0]an efficient $O(n \cdot k)$-time program, CNVDector, for this enhanced framework based on algorithms of Bernholt et al. (2007). Since the resolution of array CGH approaches is increasing, the efficiency of CNVDetector is desirable. CNVDetector is able to find CNVs in a single genome and these CNV callings can be further analyzed by the common CNV detecting frameworks which deal with CNV calling data from multiple samples. We demonstrate that our program can be used to find CNVs in acute myeloid leukemia samples.

## PRELIMINARIES

CNVs are caused by either amplification events (duplications of DNA segments) or deletion events (deletions of DNA segments). The amplification event of one DNA segment suggests that the target DNA genome contains more copies of the corresponding DNA segment than the reference genome does. The deletion event of one DNA segment suggests that the target DNA genome contains less copies of the corresponding DNA segment than the reference genome does. Our goal is to locate the aberrant regions which present adjacent gains (amplification events) or losses (deletion events) in the target genome.

Array CGH approaches are based on microarrays, which consist of a number of probes and each probe contains a small DNA fragment. By measuring the fluorescence intensity at each probe, the array CGH approaches can provide a vector $V=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$, where $v_{i}$ is the log ratio of the fluorescence intensity in the target genome to the fluorescence intensity in the reference genome for the $i^{t h}$ probe.

Given the vector $V$, Lipson et al. (2006) proposed a statistical model for asserting aberrant regions. Assume that the noise in the array CGH data is independent for distinct probes. Note here we do not assume that the noise in array CGH data is normally distributed. Let $\mu$ and $\sigma$ be the mean and standard derivation of the normal genomic data. Let the null hypothesis be that there are no events present in the target DNA sequence. Given a region $I$, define $\varphi^{s i g}(I)$ by:

$$
\varphi^{s i g}(I)=\sum_{i \in I} \frac{v_{i}-\mu}{\sigma \sqrt{|I|}}
$$

where $|I|$ is the number of probes in $I$. In general, if $|I|$ is larger than 25 (Hogg and Tanis, 2006), the distribution of $\varphi^{s i g}(I)$ will be approximately a normal distribution, where we have

$$
\operatorname{Prob}\left(\left|\varphi^{\operatorname{sig}}(I)\right|>z\right) \approx \frac{1}{\sqrt{2 \pi}} \cdot \frac{1}{z} e^{-\frac{1}{2} z^{2}}
$$

Therefore $\varphi^{\text {sig }}(I)$ is used to assess the statistical significance of region $I$ provided that $|I| \geq 25$.

## ALGORITHM

First we normalize the vector $V$ such that the mean of $V$ is equal to zero after the normalization. By the statistical model, the score function of the region $I$ is defined by $f(I)=\frac{\left|\sum_{i \in I} v_{i}\right|}{\sigma \sqrt{|I|}}$. In addition, the number of probes in the located regions must be no less than a length lower bound $L$. Furthermore, if we want to locate CNVs with length upper limit, the number of probes in the located regions is set to be no greater than a length upper bound $U$. The aberrant region is located by finding the region $I_{\max }$ which maximizes the function $f$ subject to $L \leq\left|I_{\max }\right| \leq U$.
As the function $f$ is quasiconvex, we can use the $O(n)$-time algorithm presented by Bernholt et al. (2007) to find $I_{\max }$, where $n$ is the number of probes in $V$. After the max-score region $I_{\max }$ is reported, we remove $I_{\max }$ and apply the algorithm to the remaining parts of the vector $V$ recursively until there are no regions with score larger than a given threshold value $\phi_{t h}$. Since each detection of one CNV costs the algorithm $O(n)$ time, the total runtime is $O(n \cdot k)$, where $k$ is the number of detected CNVs.

## PERFORMANCE EVALUATION

We benchmark the performance of CNVDetector by finding the max-score regions on five datasets. Datasets 1,2,3 and 4 are synthetic and are generated as follows. First, the vector $V$ is generated by drawing $n$ numbers from a uniform distribution with the range $[-2,0]$. Second, insert an amplification interval into the vector $V$. The length of the amplification interval is equal to $L_{I}+10$, where $L_{I}$ is randomly drawn from a geometric distribution with success probability 0.01 . The value of each element in the amplification interval is randomly drawn from a uniform distribution with the range [ 10,50$]$. Dataset 5 is comprised of the analysis result of acute myeloid leukemia (AML) cell lines taken from patent no. 43 (Yamashita et al., 2007). It contains 38246 probes from chromosome 1 to chromosome 22, providing an average spacing of 35 kbp between each consecutive pair of probes. The benchmark is performed on Intel Xeon 3.2G with linux 2.6.22 and the benchmark results of these five datasets are listed in Table 1. We also compare the performance of CNVDetector with that of four well-known CNV detection tools. See the supplementary materials for details.

## RESULTS

In Dataset 5, we set $\phi_{t h}$ to 2.0 and the length lower bound $L$ to 25 . The length upper bound $U$ is not imposed here. (A plot analysis of Dataset 5 can be found in the supplementary materials.) CNVDetector detects amplification regions in chromosomes 8,17 and 19. It also finds deletion regions in chromosomes $5,7,8,9,16$, 17 and 19. These regions are also found in the results from Yamashita et al. (2007). However, some amplification regions detected in chromosomes $1,4,6$ and 21 by CNVDetector are not found in the previous results. The amplification region in chromosome 21 is located on 21q22.11-21q22.3 and its average (0.366) is much higher than 0 . Moreover, Yamashita et al. (2007) detect the boundaries by a moving window of $1-\mathrm{Mbp}$ width, which may not detect the probes on the boundaries of CNVs. CNVDetector does not have this side effect since it is not a window-based method.

We also apply Lipson et al.'s original framework (StepGram) to Dataset 5 . We use the default setting (8.0) for the threshold and set minDiff to 0 . StepGram found 136 regions in Dataset 5 and 80 regions of them contain less than five probes. These short regions are not statistically meaningful without the normality assumption. If the genome is divided by one short region, it may lose some probes on the boundaries of CNVs. For example, our method finds an amplification region in 1p34.1-1p13.2 (from probe 980 to probe 3888);

StepGram loses some probes on the boundary (from probe 980 to Table 1. Benchmark results.

| Dataset No. | \# of probes in the vector | Time (sec) |
| :--- | :--- | :--- |
| 1 | 5000 | 0.116 s |
| 2 | 10000 | 0.236 s |
| 3 | 50000 | 1.184 s |
| 4 | 100000 | 2.448 s |
| 5 | 38246 | 0.944 s |

probe 1087) since it divides the genome by one probe in 1 p32.3 (probe 1070). These probes should be detected since the score of region [980, 3888] is greater than that of region [1088, 3888] in both two frameworks.
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