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Abstract

Recommending relevant contents to users au-
tomatically in a web service is an important
aspect that links with the income of many
internet companies. The ICML 2012 Ex-
ploration & Exploitation Workshop holds an
open challenge that aims at building state-
of-the-art news article recommendation sys-
tem on the Yahoo! platform. We propose
an efficient scoring model that recommends
the news article with the highest score dur-
ing each user visit. The scoring model ex-
ploits by recommending the article with the
highest estimated reward and explores ar-
ticles with high reward potential by uncer-
tainty measures. Three important aspects,
global quality of articles, personal preference
of users, and time effects are all considered
in the scoring model. Furthermore, during
the challenge, we adopt a systemic parameter
tuning process to optimize the performance
of the model. The tuned scoring model wins
the first place of phase one of the challenge.

1. Introduction

The ICML 2012 Exploration & Exploitation Challenge
aims at dynamically learning and predicting user pref-
erences over news articles on the front page of Yahoo!.
The prediction can then be used to recommend more
preferable articles to users, which improves the over-
all user experience and increases the chance that users
return in the future.

The dataset of the challenge is not visible to the par-
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ticipants. That is, participants are asked to submit
and run their code on the challenge web site. The
challenge consists of two phases. Phase 1 lasts three
months, where the progress of each team is shown on
a real-time scoreboard. After phase 1 ends, the best
submission of each team is then evaluated on a larger
and separate dataset for phase 2.

The paper summarizes the solution proposed by the
National Taiwan University team, which won the
phase 1 of the challenge. The solution balances be-
tween exploiting articles with high reward (i.e. pre-
ferred) and exploring articles with high uncertainty.
The solution utilizes multiple components for esti-
mating reward and uncertainty in order to capture
different aspects of the challenge task. A systemic
parameter-tuning step is included in the solution to
gain better performance.

The paper is organized as follows. Section 2 describes
the details of the challenge. The proposed solution
is introduced in Section 3. Then, we discuss the pa-
rameter tuning step in Section 4. Finally, we show
experimental results in Section 5 and conclude in Sec-
tion 6.

2. Challenge Description

The challenge uses the Yahoo! R6b dataset, which
is accessible only to the challenge participants at the
time this paper is written. The dataset contains
records from random traffic on the Today Module of
Yahoo!, which means both the visitors and the rec-
ommended news article are selected randomly. The
dataset consists of 30 million visits over a timespan of
two weeks. For the i-th visit, the following five fields
are logged:

1. a 136 dimensional boolean vector xi that contains
the features of the visiting user;
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2. the timestamp ti of the visit;

3. a set of relevant news articles Ai that the system
can recommend from;

4. a randomly recommended article adatai ∈ Ai dur-
ing the visit;

5. a boolean value bi indicating whether the recom-
mended article adatai is clicked by the visiting user
or not.

An algorithm A for the challenge shall conduct the
following three steps on each visit i:

1. A observes feature xi of the visitor on timestamp
ti along with a set of articles Ai to recommend
from;

2. A recommends an article ai ∈ Ai to the visitor;

3. A receives a click/non-click bi from the visitor and
tries to improve its strategy based on the record
(xi, ti, ai, bi).

Each submission in the challenge is evaluated by the
click-through rate (CTR), which is the proportion of
received clicks in step 3. Note that step 3 can be ex-
ecuted only if the recommended article ai of the al-
gorithm A matches the recorded article adatai in the
dataset. The evaluation procedure simulates an online
environment with a huge offline dataset with sound
theoretical guarantees (Li et al., 2011).

It is worth noticing in step 3 of the evaluation process,
only the information of the article ai recommended by
algorithm A is visible to that algorithm. No other in-
formation is revealed for all other articles. This is a
more realistic, and in general harder, setting of the real
world environment than traditional supervised online
learning and traditional reinforcement learning (Lang-
ford & Zhang, 2007; Lu et al., 2010).

In the challenge, all participants are asked to submit
their code to a contest website for evaluation. The
dataset is not released during the period of the chal-
lenge and any logging of the dataset is prohibited.
Also, the meaning of features and information toward
news articles are not provided. The offline-simulated
CTR over all the visits is the only feedback.

Since the interest of the challenge is in real-time online
recommendation, there is a 36-hour run time limita-
tion to all submissions. This roughly translates to less
then 5 ms from recommending a news article in step 2
from approximately 30 articles (size of relevant article
set Ai) and 50 ms for the updating algorithm A with
record (xi, ti, ai, bi) in step 3.

Table 1. FTL VS ε-greedy

Model Scoreboard CTR

FTL 0.0462
ε-greedy 0.0630

3. Our Approach

A straightforward approach is to recommend the ar-
ticle with the highest estimated CTR to the visitor.
The approach, nevertheless, is sub-optimal. Imagine a
scenario where there are two articles with a hindsight
CTR of 0.1 and 0.9 respectively. For the first visit,
we have no clue what to recommend. Then, a natural
approach is to randomly recommend an article. With
some luck, we may recommend the article with the 0.1
CTR and get a click from the visitor. Then, our sys-
tem will keep recommending the article with the 0.1
CTR because its estimated CTR (1.0) is higher. This
simple toy scenario demonstrates the dilemma in such
a learning problem with partial information feedback.
Thus, we actually need to explore less plausible arti-
cles by recommending them to the visitors in order to
have a better modeling of the environment and also to
minimize the effect of random influence.

We furthermore demonstrate the importance of explo-
ration with two simple models. The first model is
called follow the leader (FTL). FTL comes with two
phases. The first phase is to randomly recommend
articles to visitors and in the second phase always rec-
ommends the article with the highest CTR estimated
from the first phase. The second model, ε-greedy, ran-
domly recommends articles to the visitor with a prob-
ability of ε, and greedily recommends the article with
the highest estimated CTR otherwise. The main dif-
ference between FTL and ε-greedy is the proportion
of the dataset they explore on. FTL explores only the
beginning of the dataset, while ε-greedy continuously
explores over time. Table 1 shows the results of the two
models on the challenge scoreboard. We can see that
ε-greedy outperforms FTL. One possible explanation
is that in real world situations, as well as the task of
the challenge, the probability distribution of the CTR
over the articles is not stationary. Thus, keeping some
steps for exploration throughout the time shall be im-
portant.

With the importance of exploring throughout time and
a need of real-time recommendation in mind, our pro-
posed solution to the challenge is to build an efficient
and dynamic scoring model for each article a ∈ Ai.
Then, we recommend the article with the highest score
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during each visit:

ai ← argmax
a∈Ai

(ra + ca).

The scoring model consists of two parts. The first term
ra estimates the CTR of article a with the information
we have gathered over time. The second term ca mea-
sures how uncertain we are with our estimation.

The terms ra and ca automatically balance between
exploitation and exploration. ra governs over exploita-
tion by favoring article with higher estimated CTR. On
the other hand, ca controls exploration by favoring ar-
ticles that the model is more uncertain about. Then,
the scoring model can recommend articles that are of
high reward and/or high uncertainty. To properly bal-
ance the influence of the two terms, some parameter
tuning (to be discussed in Section 4) is needed to ad-
just their numerical scales.

This kind of two-term scoring model is inspired by
many successful previous works (Chu et al., 2011;
Garivier & Cappé, 2011; Auer et al., 2002). The works
demostrate promising theoretical guarantees and em-
pirical performance when using a particular compo-
nent in the scoring model such as linear regression
with variance estimation. Our work, on the other
hand, uses a mixture of multiple components to cap-
ture different aspects of the dataset of the challenge.
While the use of multiple components makes our model
harder to analyze in theory, we nevertheless observe its
superior empirical performance within the challenge.

3.1. CTR Estimation Term

We include three components for the CTR estimation
term ra.

ra = α1 · µa + α2 ·
1√
t− ta

+ α3 ·wT
a x

All three components are calculated separately and
then summed together, where α{1,2,3} are tunable pa-
rameters that controls the mixture weights.

The first component µa keeps track of the naively esti-
mated CTR of the articles from our observations using
the feedback bi that we have received.

The second component 1√
t−ta

biases the estimated

CTR towards newer articles. Here t is the timestamp
of the visit and ta is the timestamp of the first ap-
pearance of article a. The component is motivated by
an observation on the scoreboard using some baseline
models. As shown in Table 2, always recommending

Table 2. Visitors tend to click on newer articles

Model Scoreboard CTR

Always recommend oldest 0.0266
Random recommendation 0.0368
Always recommend newest 0.0512

the newest article is better than always recommend-
ing the oldest article by a CTR of 0.0246. Thus, the
“freshness” of the articles is an important piece of in-
formation that can be used to bias the estimated CTR.

The third component wT
a x tries to model the rela-

tion between different visitors from their feature vec-
tor x and their clicks b on the article a. For instance,
teenagers are more likely to click on news article con-
cerning with pop-music while businessmen are more
likely to click on articles about the stock market.

We use a set of linear weights wa to model the CTR
on article a by taking a standard inner product with
the user feature vector x. The approach is proposed
and is demonstrated to perform well in (Li et al., 2010)
under a similar setting. With the click feedback from
step 3 in the evaluation process, we can update the
linear weights wa with ridge linear regression

wa ← (XT
aXa + I)−1ba,

where

Xa =


xa1
xa2
...
xan

 .

xa1 to xan are n visitor feature row vectors that is
recorded for article a, and ba ∈ {0, 1} indicates a click
from the click feedback. I is a respective identity ma-
trix for regularization purpose.

3.2. Uncertainly Term

There are two components for measuring uncertainty.

ca = β1 ·
1

na
+ β2 ·

√
xT (XT

aXa + I)−1x

The values β{1,2} are tunable parameters like α{1,2,3}.

The first component 1
na

models the uncertainty by con-
sidering the number of times na that an article a is
recommended and has been given feedback on.

The second component
√
xT (XT

aXa + I)−1x is the
standard deviation of the CTR estimation component
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wT
a x with respect of x. This term is also used in the

upper confidence bound of the popular linUCB model
(Chu et al., 2011).

Both components will gradually decrease with a better
understanding of the environment. The first compo-
nent hints our model to explore articles that we have
less information on. The second component guides our
model to explore for articles that we have less infor-
mation on with respect to the visitor.

3.3. Feature Engineering

In additional to the original 136 boolean features, we
add three more features to enhance the performance.

The first feature records how many true’s there are in
the total 136 boolean features. That is, the l1 norm of
the 136-dimensional vector when the boolean true is
represented by 1 and false by 0. This feature allows
the model to compensate for the length of the original
feature vector and prevent a feature vector x with too
many 1’s from dominating the wTx part of the scoring
function.

The second feature is a time feature which indicates
the scaled timestamp with respect to the time span of
the dataset, with the first timestamp scaled to 0 and
the last timestamp scaled to 1.

The third feature is simply a constant value acting as
a bias term.

The above three additional features is added to both
wTx and

√
xT (XTX + I)−1x term (defined in Sec-

tion 3.1 and 3.2). The average scoreboard CTR im-
provement compared to the baseline models without
the added features is approximately 0.012.

4. Parameter Tuning

Ensemble learning has been shown to be a successful
methodology in other learning problems (Chen et al.,
2012; McKenzie et al., 2012). Ensemble learning com-
bines multiple learning models to obtain a grand model
that is superior in performance. Linear blending is one
of the most popular ensemble learning methods due to
its simplicity and efficiency.

The scoring model in Section 2 can be viewed as an en-
semble model. It contains multiple components, each
of which captures a different aspect of task. There
are five parameters in our model, α{1,2,3} and β{1,2},
which can be viewed as blending weights.

We have studied two ensemble methods during the
phase one of the challenge. The first one is grid search,
which is a simple method which will be discussed in

Section 4.1. The second one is a two-stage linear re-
gression method that treats the estimated CTR term
and the uncertainty term differently, as discussed in
Section 4.2.

4.1. Grid Search

Grid search is a simple way for finding the weight of
each component. It locates a sweet spot of the weights
by searching a subset of the possible combination of
weights exhaustively.

4.2. Linear Blending on Click Rate and
Residuals

If we want to combine more components, grid search
could become really slow and tedious. We have consid-
ered another more systematic/automatic way of find-
ing the weights of each component for the scoring
model in Section 2. Recall that the model is a combi-
nation of an estimated click rate term and an uncer-
tainty term, where each term contains multiple com-
ponents.

The estimated CTR term can be naturally obtained
by conducting linear regression from the components
to the click feedback, much like how we conduct linear
regression from the feature vector x to the click feed-
back. Linear regression allows obtaining the weights
α{1,2,3} to accurately estimate the CTR itself.

We reuse linear regression in finding the weights β{1,2}
for the uncertainty term. The idea here is to capture
the uncertainty with the amount of mistakes made by
the estimated CTR term. The mistakes are called the
residuals, defined as the (bt − estimated CTR). We
propose to determine β{1,2} by conducting linear re-
gression from the two uncertainty terms to the resid-
ual. The final ensemble method contains two stages,
one for CTR estimation and one for uncertainty esti-
mation, and are listed in Algorithm 1.

The intuitive explanation of the above method is that
we would like the scoring model to give scores to differ-
ent articles that matches their real CTR as closely as
possible. If we can have the real CTR of each article,
recommending the article with the highest CTR would
be an optimal strategy. Nevertheless, in our models
the estimated CTR may not be so accurate because of
the partial feedback. Then, the residuals represent the
inaccuracy and can be used in the uncertainty term to
correct the estimated CTR.
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Algorithm 1 Two-stage Linear Regression

Initialize: η ∈ [0, 1] :
parameter for balancing between learning and tun-
ing
repeat

1) Get user feature x and timestamp t.
2) Get values ωn, n = 1, 2, · · · , N from N esti-
mated CTR term component for each ai ∈ Ai.
3) Get values νm,m = 1, 2, · · · ,M from M uncer-
tainty term component for each ai ∈ Ai.
4) Show the article with the max score.
5) Get click feedback bi.
6) With η probability do 7-1) else do 7-2) and 7-3)
7-1) Update estimated CTR term and uncer-

tainty term with bi.
7-2) Update parameters for estimated CTR term

with bi and ω1,··· ,n with linear regression.
7-3) Update parameters for uncertainty term

with residual ( 1
M

∑M
m=1 νm)− bi and ν1,··· ,m with

linear regression.
until no more visits

5. Scoreboard Results

Next, we list the performance of different models that
we have studied during the phase one of the chal-
lenge. They are combinations of different components
described in Section 2 with grid search tuning. The
results are listed in Table 3. In Table 3, ra and ca indi-
cates the components used in the estimated CTR term
and the uncertainty term, respectively, in the submit-
ted model. For the seven listed model, the highest
scoreboard CTR of each model is reported.

The first model ra = α1µa is a baseline model which
only considers the estimated CTR without using the
features. The second model is a same model that con-
siders a simple uncertainty term ca = β1

na
which greatly

improves the performance by 0.0410.

The third model is the linUCB model which considers
features in both estimated CTR and uncertainty term.

The fourth model is a mixture model of the second and
third model. The fifth model is the same model as the
fourth model, expect that the parameters in the forth
model is tuned by grid search, and the fifth model is
tuned by the method stated in Section 4.2. We can see
that grid search outperforms our proposed systematic
way of parameter tuning. Nevertheless, the proposed
method may still be competitive if the budget on the
number of submissions is limited.

The sixth model has added a time effect component
α2√
t−ta

in the estimated CTR term ra. And lastly, the

Table 3. Scoreboard results

Model Scoreboard CTR

ra = α1µa 0.0462
ra = α1µa
ca = β1

na
0.0872

ra = α3w
T
a x

ca = β2
√

xT (DT
aDa + I)−1x 0.0758

ra = α1µa + α3w
T
a x

ca = β1
na

+ β2
√

xT (DT
aDa + I)−1x 0.0892

ra = α1µa + α3w
T
a x

ca = β1
na

+ β2
√

xT (DT
aDa + I)−1x

(with automatic parameter tuning) 0.0889

ra = α1µa +
α2√
t−ta

+ α3w
T
a x

ca = β1
na

+ β2
√

xT (DT
aDa + I)−1x 0.0896

ra = α1µa +
α2√
t−ta

+ α3w
T
a x

ca = β1
na

+ β2
√

xT (DT
aDa + I)−1x

(with feature engineering) 0.0905

seventh model is the sixth model using three additional
features stated in Section 3.3. The seventh model com-
bines all the ideas described in this paper with grid
search and is the model with the highest CTR during
the phase one of the challenge.

6. Conclusion and Future Work

We presented a simple scoring model that predicts the
preference of visitors over news articles on the Yahoo!
website. This model won the phase one of ICML 2012
Exploration & Exploitation Challenge. The key of the
model is to build multiple components to capture dif-
ferent aspects of CTR estimation and uncertainty us-
ing only the partial click feedback.

The model reveals that combining multiple compo-
nents is a challenging issue that can be studied more
carefully for building a successful system, especially
when including many components. Both the theoreti-
cal and practical sides of ensemble learning for the on-
line feedback system remain to be interesting research
directions.
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