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Abstract

Multi-label active learning is an important problem because of the expensive labeling cost in multi-label classification applications. A state-of-the-art approach for multi-label active learning, maximum loss reduction with maximum confidence (MMC), heavily depends on the binary relevance support vector machine in both learning and querying. Nevertheless, it is not clear whether the heavy dependence is necessary or unrivaled. In this work, we extend MMC to a more general framework that removes the heavy dependence and clarifies the roles of each component in MMC. In particular, the framework is characterized by a major learner for making predictions, an auxiliary learner for helping with query decisions and a query criterion based on the disagreement between the two learners. The framework takes MMC and several baseline multi-label active learning algorithms as special cases. With the flexibility of the general framework, we design two criteria other than the one used by MMC. We also explore the possibility of using learners other than the binary relevance support vector machine for multi-label active learning. Experimental results demonstrate that a new criterion, soft Hamming loss reduction, is usually better than the original MMC criterion across different pairs of major/auxiliary learners, and validate the usefulness of the proposed framework.
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1. Introduction

In many practical applications of machine learning, it is expensive to obtain labeled instances for training. For example, in medical applications, labeling usually requires hiring a professional doctor, which is costly in terms of both time and money. Such applications call for active learning (Settles [2010]), which actively queries the labels of only a few instances while maintaining good prediction performance.

Many existing works on active learning focus on tackling the binary classification problem. An earlier work (Seung et al. [1992]) proposes the query by committee approach to query the label of a single instance on which a committee of learners disagree the most in prediction. In other words, the approach queries the most ambiguous instance from the view of a committee of learners. Many modern approaches consider only one single learner and locate the most ambiguous instance to be queried with different criteria. For example, some approaches compute the distance from an instance to the decision boundary produced by the single learner as the level of ambiguity and queries the most ambiguous (closest-to-boundary) instance. One popular representative of those approaches is active learning with the support vector machine (Tong et al. [2000]), which takes the support vector machine (Vapnik [1995]) as the single learner.

The binary classification problem assumes that each instance can only be associated with one of the two possible class labels. The problem can be extended to a more general one that allows each
instance to be associated with a subset of \( K \) possible labels, where \( K \geq 2 \) is the number of classes. The general problem is called multi-label classification (Tsoumakas and Katakis, 2007) and can be used in many applications in document and multimedia information retrieval (McCallum, 1999; Wang et al., 2008). Arguably the simplest algorithm for solving the multi-label classification problem is binary relevance (Godbole and Sarawagi, 2004), which decomposes a \( K \)-class multi-label classification problem to \( K \) binary classification ones. In the \( k \)-th binary classification problem, a binary classifier is trained to tackle the yes/no question on whether the instance is associated with class \( k \). Binary relevance is an important baseline approach for multi-label classification. Nevertheless, the approach cannot directly model the joint information between different labels because of the decomposition. Many extensions (Yang et al., 2009; Read et al., 2009) of binary relevance are thus taken to include the joint information during training.

Compared with binary classification, multi-label classification applications usually pay higher costs in labeling the instances and multi-label classification algorithms usually need more labeled instances to reach satisfactory performance. The needs justify the importance of active learning for multi-label classification (a.k.a. multi-label active learning), which is a challenging research direction that attracts much research attention in recent years (Li et al., 2004; Brinker, 2006; Yang et al., 2009). For multi-label active learning, a baseline approach called binary version space minimization (BinMin; Brinker, 2006) works by combining the idea of query-the-closest-instance with binary relevance. In particular, BinMin queries an instance that is closest to the decision boundary for one of the binary classifiers within binary relevance. Some other query strategies try to take the predictions of all the binary classifiers into account. For example, maximum loss reduction with maximum confidence (MMC; Yang et al., 2009) considers a loss function that is jointly defined from the predictions of all the classifiers and queries instances that reduce the loss function the most. Briefly speaking, MMC takes a special internal method to output the most probable labels; then, it decides the instances to be queried from the output of the internal method and some distance-based ambiguity information defined from binary relevance with the support vector machine.

In this work, we extend MMC to a more general framework that clarifies the roles of the internal method and the binary relevance algorithm. In particular, the internal method is called a major learner, highlighting its role for outputting the labels; the binary relevance algorithm is called an auxiliary learner, emphasizing its role for providing information to help query decisions. The two learners in the framework evolve together during the active learning process, which decides the queries by some criterion based on the disagreement between the two learners. In other words, the framework can be thought as a sibling of query-by-committee using a committee of size two for the multi-label classification problem. The general framework includes MMC, BinMin and the (non-active) random query algorithm as special cases. In addition, it allows us to design better multi-label active learning algorithms with the flexibility of three choices: the major learner, the auxiliary learner and the query criterion.

With the general framework, we explore query criteria other than the one used by MMC. In particular, we propose another criterion based on reducing the Hamming loss, one of the most natural loss functions for multi-label classification (Zhang and Zhou, 2006, 2007; Tai and Lin, 2010). The resulting Hamming loss reduction (HLR) criterion simplifies to querying instances that the two learners disagree the most in terms of the Hamming loss. Unlike the MMC criterion, which can be easily affected by a few extreme values in the numerical output of the auxiliary learner, HLR is less affected by the values and hence can result in better queries. Experiments on real-world data sets verify that HLR is a competitive alternative over MMC for multi-label active learning. Furthermore,
we improve HLR by proposing the soft Hamming loss reduction (SHLR) criterion, which combines the extreme-value tolerance of HLR and the distance-based ambiguity of MMC. Experimental results demonstrate that SHLR usually reaches better performance over both MMC and HLR when fairly coupled with the same pair of major/auxiliary learners.

The paper is organized as follows. First, we introduce the multi-label active learning problem in Section 2. We extend from MMC to our proposed framework in Section 3, derive HLR and SHLR criteria in Section 4, and compare the proposed criteria with state-of-the-art approaches on real-world data sets in Section 5. Finally, we conclude in Section 6.

2. Multi-label active learning

In (non-active) multi-label classification (Tsoumakas and Katakis, 2007), we seek for a classifier that maps each instance $x \in \mathbb{R}^d$ to a label-set $y \subseteq \{1, 2, \ldots, K\}$, where $K$ is the number of classes. The label-set $y$ is often conveniently represented as a $K$-dimensional binary vector in $\{-1, +1\}^K$, where the $k$-th component is +1 if and only if label $k$ is an element of $y$ (Tai and Lin, 2010). Throughout this work, we take the binary vector representation. Given a labeled training set $D_l$ that contains $N$ training examples of the form $(x_n, y_n)$ for $n = 1, 2, \ldots, N$, a multi-label learner $\mathcal{F}$ learns a decision function $f: \mathbb{R}^d \rightarrow \mathbb{R}^K$ from $D_l$ with the hope that its signed output $\hat{f}(x) = \text{sign}(f(x)) \in \{-1, +1\}^K$ predicts $y$ well on any future test example $(x, y)$.

In this work, we consider the setup of pool-based active learning (Lewis and Gale, 1994) for multi-label classification. The setup has also been taken by many existing works (McCallum and Nigam, 1998; Zhang and Chen, 2002; Li et al., 2004; Yang et al., 2009). In the setup, there are $R$ rounds of queries. For the first round, in addition to the training set (labeled pool) $D_l$, there is an unlabeled pool $D_u = \{(x_m')_{m=1}^M\}$. For the $r$-th round with $r = 1, 2, \ldots, R$, the active learning algorithm calls a learner $\mathcal{F}$ on $D_l$ to learn a decision function $f$. Then, based on $f$, $D_l$, $D_u$ and $S$ (the allowed number of queries), the active learning algorithm selects a size-$S$ subset $D_s \subseteq D_u$ to be queried. The instances in $D_s$, along with the labels obtained from a labeling oracle, are then added to $D_l$ and removed from $D_u$. That is, $N$ is increased by $S$ and $M$ is decreased by $S$. The setup aims at getting $f$ that predicts unseen instances $(x, y) \in D_u$ well while using a small number of rounds. The steps of whole setup are listed in Algorithm 1.

**Algorithm 1** Pool-based multi-label active learning

**Input:** a labeled pool $D_l$; an unlabeled pool $D_u$; the number of rounds $R$; the allowed number of queries $S$; a labeling Oracle; a multi-label learner $\mathcal{F}$

1. for $r = 1, 2, \ldots, R$ do
   2. $f \leftarrow \mathcal{F}(D_l)$
   3. $D_s \leftarrow \text{query}(f, D_l, D_u, S)$
   4. $D_l \leftarrow D_l \cup (D_s, \text{Oracle.label}(D_s)); D_u \leftarrow D_u \setminus D_s$
5. end for

We highlight several details of the setup that are adopted in this work. The details are same as the ones used by representative existing works (Li et al., 2004; Yang et al., 2009). Firstly, we assume that $\mathcal{F}$ is a supervised routine that only trains with $D_l$, which allows using mature supervised multi-label learners for active learning; secondly, we assume that $S$ is a fixed value that can be more than 1, which is a more flexible setting that fits the real-world needs better; lastly, we assume to be
getting the full label-set $y'_m$ from the labeling oracle for each instance $x'_m \in D_s$, which means we ask the precious oracle to provide all the information for each instance in $D_s$ at once in each round.

3. Multi-label active learning with auxiliary learner

In this section, we start by introducing a state-of-the-art approach, maximum loss reduction with maximum confidence (MMC) (Yang et al., 2009). The approach fits the setup established in Section 2. Then, we extend MMC to a more general framework that clarifies the roles of the internal blocks.

3.1. Maximum loss reduction with maximum confidence

MMC is built from the binary relevance support vector machine (SVM) for multi-label classification. In particular, denote the binary relevance SVM as a multi-label learner $G$, which learns a decision function $g(x)$ from $D_l$. We will denote the $k$-th component of $g(x)$ by $g^{(k)}(x)$, which outputs the decision value of the $k$-th SVM on an instance $x$. In each round of MMC, after learning $g(x)$ from $D_l$, the functions $g^{(k)}$ are combined by a stacking with logistic regression (SLR) learner $F_g$ to obtain a decision function $f_g$, which plays the role of $f$ in Algorithm 1. After obtaining $f_g(x)$, the optimal set $D^*_s$ to be queried is determined with the maximum margin reduction (MMR) criterion, which will be discussed further in Section 4.2:

$$D^*_s = \arg\max_{|D_s| = S; D_s \subseteq D_u} \left( \sum_{x' \in D_s} \sum_{k=1}^K \left( 1 - \frac{\hat{f}^{(k)}(x') \cdot g^{(k)}(x')}{2} \right) \right).$$

(1)

Let the instance-wise scoring function of MMR be

$$U_{MMR}(x' | f_g, g) = \sum_{k=1}^K \left( 1 - \frac{\hat{f}^{(k)}(x') \cdot g^{(k)}(x')}{2} \right).$$

Equation (1) is the same as ordering each instance $x'_m \in D_u$ by the scoring function and then include the top-$S$ instances as $D^*_s$. Several questions immediately arise after listing (1). First, does $G$ have to be the binary relevance SVM or even the binary relevance algorithm? Second, does $F_g$ have to depend on $g$, or can we use other multi-label learners? Third, can we use a better scoring function other than $U_{MMR}$? The questions motivate us to extend MMC to a more general framework, which is parameterized by more flexible $G$, $F$ and $U$, as discussed next.

3.2. The proposed framework

Our proposed framework is called active learning with auxiliary learner, as listed in Algorithm 2. Compared with the basic setup of pool-based active learning in Algorithm 1 we add an auxiliary learner called $G$ and name the original $F$ as a major learner. We take a special instance-wise scoring function $U$ based on decision functions $f$ and $g$, and consider a query criterion that selects $S$ instances with the highest scores from $D_u$.

MMC can be viewed as a special case of the proposed framework. In original formulation, MMC uses the binary relevance SVM as the auxiliary learner $G$, stacking with logistic regression (that depends on $g$) as the major learner $F$, and $U_{MMR}$ as the instance-wise scoring function. We can
Algorithm 2 Active learning with auxiliary learner

**Input:** a labeled pool \( D_l \); an unlabeled pool \( D_u \); the number of rounds \( R \); the allowed number of queries \( S \); a labeling Oracle; a major learner \( F \); a auxiliary learner \( G \); an instance-wise scoring function \( U \).

1: for \( r = 1, 2, \cdots, R \) do
2: \( f \leftarrow F(D_l); g \leftarrow G(D_l); u_m \leftarrow U(x'_m \mid f, g), \) for all \( x'_m \in D_u \)
3: \( D_s \leftarrow \{x'_m \text{ with top } S \text{ scores of } u_m\} \)
4: \( D_l \leftarrow D_l \cup (D_s, \text{Oracle.label}(D_s)); D_u \leftarrow D_u \setminus D_s \)
5: end for

also extend the original MMC to a more general one that allows any \( F \) and \( G \) to be used, with an underlying requirement that \( G \) learns per-label decision functions \( g^{(k)} \) with real-valued outputs like the binary relevance SVM. Such a \( G \) will be called a margin-based multi-label learner.

An earlier active learning algorithm binary version space minimization (BinMin; [Brinker 2006]) can also be viewed as a special case of the proposed framework. The original BinMin takes only one learner: the binary relevance SVM. We can view the learner as both the major one \( F \) and the auxiliary one \( G \). Then, the decision functions \( f \) and \( g \) are the same. BinMin applies the following instance-wise scoring function that only uses \( g \) to form the query criterion:

\[
U_{BM}(x' \mid f, g) = \frac{1}{\min_{k=1,\cdots,K} |g^{(k)}(x')|}.
\]

The absolute value of \( g^{(k)}(x') \) can be viewed as the confidence margin of the \( k \)-th SVM on \( x' \). Yang et al. (2009) show that the original BinMin is practically inferior to MMC because BinMin only considers the worst-case confidence margin from one label rather than taking all labels together when making query decisions. Nevertheless, there are two differences between the original BinMin and the original MMC: the former uses the binary relevance SVM for the same \( F \) and \( G \) while the latter uses a more powerful \( F \); the former uses \( U_{BM} \) and the latter uses \( U_{MMR} \). Thus, it is not clear whether the inferior performance should be attributed to the difference of learners, the difference of scoring functions, or both.

Similar to the extended MMC formulation, we can consider an extended BinMin that takes any multi-label learner \( F \) (that can be different from \( G \)) and any margin-based multi-label learner \( G \) (that can be different from binary relevance SVM). The extended BinMin can then be fairly compared with the extended MMC using the same \( F \) and \( G \). We will empirically make the comparisons in Section 5.

The simple (non-active) random query criterion is yet another special case of the framework. The criterion is \( U_{rand}(x' \mid f, g) = \text{random}(), \) which does not depend on either \( f \) or \( g \).

Next, we deepen the study of active learning with auxiliary learner by exploring whether some query criteria other than MMR (the one used by MMC) can improve the active learning performance. We start by deriving some novel query criteria, as discussed in the next section.
4. Query criteria

We first study the derivation steps and properties of maximum margin reduction (MMR), the query criterion within MMC. Then, we propose two other query criteria, Hamming loss reduction and soft Hamming loss reduction.

4.1. Approximate maximum loss reduction

MMR roots from the paradigm of maximum loss reduction. The paradigm is widely used for deriving query criteria in active learning (Tong [2001] Roy and McCallum [2001] Yang et al. [2009]). In the paradigm, a loss function is used to evaluate the performance of a decision function \( g \). Since the goal of active learning is to improve the prediction performance as fast as possible, we want to reduce the loss function as fast as possible. Thus, maximum loss reduction queries the set \( D_s \subseteq D_u \) that can result in the maximum expected loss reduction with respect to \( g \).

Formally speaking, let \( g \) be the decision function returned by a multi-label learner \( G \) when trained with \( D_l \); let \( g_{s} \) be the decision function returned by \( G \) when trained with \( D_l \cup D_s \). Consider a loss function \( L(g, x, y) \) between the decision function \( g \) and an instance \((x, y)\). With respect to the conditional probability distribution \( P(y | x') \) that generates the label-set of \( x' \), the expected loss of \( g \) over \( D_u \) is

\[
E = \frac{1}{M} \sum_{x' \in D_u} \sum_{y \in Y} L(g, x', y) P(y | x'),
\]

where \( Y = \{-1, +1\}^K \) contains all possible binary-vector representations of label-sets. The expected loss of \( g_{s} \) over \( D_u \) with respect to \( P(y | x') \) is

\[
E_{s} = \frac{1}{M} \sum_{x' \in D_u} \sum_{y \in Y} L(g_{s}, x', y) P(y | x').
\]

Maximum loss reduction aims at finding the size-\( S \) subset \( D_s^* \) that result in the maximum expected loss reduction. That is,

\[
D_s^* = \arg\max_{|D_s| = S, D_s \subseteq D_u} \{ E - E_{s} \}
\]

\[
= \arg\max_{|D_s| = S, D_s \subseteq D_u} \left\{ \sum_{x' \in D_u} \sum_{y \in Y} \left( L(g, x', y) - L(g_{s}, x', y) \right) P(y | x') \right. \\
+ \left. \sum_{x' \in D_{u-s}} \sum_{y \in Y} \left( L(g, x', y) - L(g_{s}, x', y) \right) P(y | x') \right\}. 
\]

where \( D_{u-s} = D_u \setminus D_s \).

Directly solving (2) is computationally prohibitive because it requires enumerating over all possible \( D_s \) and knowing the exact \( P(y | x') \) over all \( 2^K \) possible \( y \) vectors. Existing works (Li et al. [2004] Yang et al. [2009]) thus rely on several assumptions to simplify (2), as discussed below.

First, assume that \( g(x') \approx g_{s}(x') \) for all \( x' \notin D_l \cup D_s \). In other words, the decision function \( g \) does not change much outside \( D_l \cup D_s \) when trained with the additional set \( D_s \). Then, for all instance in \( D_{u-s} \), \( L(g, x', y) \approx L(g_{s}, x', y) \) and thus the second term in (2) is approximately 0.
Furthermore, assume that the probability function $P(y | x')$ in (2) can be well-approximated by an impulse function at $y = \hat{f}(x')$, where $\hat{f}(x')$ comes from applying a strong multi-label learner (the major learner in our proposed framework) $\mathcal{F}$ on $D_u$ and is supposed to return the most probable label-set of $x'$. The assumption avoids the computational burden of enumerating over all possible $y$ in (2). Applying both assumptions result in

$$
D^*_s = \arg\max_{|D_s| = S, D_s \subseteq D_u} \sum_{x' \in D_s} \left( L(g, x', \hat{f}(x')) - L(g_{+s}, x', \hat{f}(x')) \right). \tag{3}
$$

Equation (3) is a common formulation called approximate maximum loss reduction. Nevertheless, it is still computationally expensive because getting $g_{+s}$ for every different choice of $D_s$ needs calling $\mathcal{G}$ on all possible $D_1 \cup D_s$ combinations. The MMR criterion takes a specific loss function and relies on another approximation to further simplify (3) to a simpler criterion that uses only an instance-wise scoring function $U_{\text{MMR}}$. Next, we discuss the loss function and the approximation taken by MMR. Then, we propose a novel query criterion based on a different loss function and a different assumption.

### 4.2. MMR Scoring function

The MMR criterion is derived from a loss function that is based on the total size of the version spaces for all $g^{(k)}$ in the binary relevance SVM. The version space contains all the possible decision functions with respect to the given examples in $D_l$. A smaller version space indicates less ambiguity in locating a suitable decision function and is hence intuitively better. BinMin (Brinker, 2006) considers the size reduction of the version space in the worst case. The MMR criterion, on the other hand, takes the total size into account. It is argued (Yang et al., 2009) that when taking a binary relevance SVM or any margin-based learner $\mathcal{G}$ and considering a loss function based on the version space,

$$
L(g, x', \hat{f}(x')) - L(g_{+s}, x', \hat{f}(x')) \approx \sum_{k=1}^{K} \frac{1 - \hat{f}^{(k)}(x') \cdot g^{(k)}(x')}{2}.
$$

In other words, MMR can use only the current $g$ (and the current $\hat{f}$) to estimate the loss difference, which avoids the computational burden of getting different $g_{+s}$ in approximate maximum loss reduction (3). The approximation step results in the following instance-wise scoring function, as mentioned in Section 3

$$
U_{\text{MMR}}(x' | f, g) = \sum_{k=1}^{K} \left( \frac{1 - \hat{f}^{(k)}(x') \cdot g^{(k)}(x')}{2} \right).
$$

The term $\hat{f}^{(k)}(x') \cdot g^{(k)}(x')$ in $U_{\text{MMR}}$ can be viewed as the joint ambiguity between $\hat{f}$ and $g$. The joint ambiguity is large when $\hat{f}^{(k)}(x')$ and $g^{(k)}(x')$ are of different signs (and $g^{(k)}$ is large); the joint ambiguity is small when $\hat{f}^{(k)}(x')$ and $g^{(k)}(x')$ are of the same sign. There is, however, one shortcoming of $U_{\text{MMR}}$. In particular, for an instance $x' \in D_u$, if $\hat{f}(x')$ and $g(x')$ disagree a lot in the $k$-th label (in terms of the raw value of $g^{(k)}(x'))$, the large ambiguity causes the instance to receive a high score. Then, similar to BinMin, the single worst label of an instance dominates the choice of query decisions. On the other hand, if $\hat{f}(x')$ and $g(x')$ agree a lot in the $k$-th label, the lack of ambiguity on this dimension causes the instance to receive a low score and may not be
chosen for query. That is, the single best label of an instance dominates the making of (non-)query decisions. When the numerical ranges of \( g^{(k)}(x') \) are different across different labels \( k \), the MMR criterion focuses more on the dimensions \( k \) in which \( g^{(k)}(x') \) are of wider numerical ranges. Such a focus effectively causes queries to be decided with a few rather than all of the dimensions and affects the performance of MMR. The shortcoming, called sensitivity to a few extreme values, has been observed during our studies on \( \text{U}_{\text{MMR}} \) in MMC. Thus, we propose other scoring functions that avoids the sensitivity shortcoming.

### 4.3. Hamming loss reduction

We couple (3) with a different loss function that does not depend on a margin-based learner (for estimating the size of the version space) and hence avoids the sensitivity shortcoming of MMR. The loss function is the Hamming loss, which is a commonly-used loss function for multi-label classification (Zhang and Zhou 2006, 2007; Tai and Lin 2010). Consider a multi-label example \((x, y)\) and a decision function \( g \), the (scaled) Hamming loss of \( g \) on the example is defined as

\[
L(g, x, y) = \sum_{k=1}^{K} \| \hat{g}^{(k)}(x) \neq y^{(k)} \|
\]

The loss function only depends on \( \hat{g} \), which does not need to be generated from a margin-based learner.

When the Hamming loss function is plugged into (3), we derive a new criterion for multi-label active learning.

\[
D^*_s = \arg\max_{|D_s|=S, D_s \subseteq D_u} \sum_{x' \in D_s} \sum_{k=1}^{K} \left( \| \hat{g}^{(k)}(x') \neq \hat{f}^{(k)}(x') \| - \| \hat{g}^{(k)}_+(x') \neq \hat{f}^{(k)}(x') \| \right) . \quad (4)
\]

Nevertheless, equation (4) still depends on \( \hat{g}_+ \), which results in the computational burden. To simplify (4) to an instance-wise scoring function, we consider an approximation of the term

\[
\sum_{x' \in D_s} \sum_{k=1}^{K} \| \hat{g}^{(k)}_+(x') \neq \hat{f}^{(k)}(x') \| .
\]

In particular, for any \( x' \in D_s \), let \( y \) be the (most-probable) label-set vector that the labeling oracle returns. Then,

\[
0 \leq \sum_{x' \in D_s} \sum_{k=1}^{K} \| \hat{g}^{(k)}_+(x') \neq \hat{f}^{(k)}(x') \| \leq \sum_{x' \in D_s} \sum_{k=1}^{K} \| \hat{g}^{(k)}_+(x') \neq y^{(k)} \| + \sum_{x' \in D_s} \sum_{k=1}^{K} \| y^{(k)} \neq \hat{f}^{(k)}(x') \|
\]

The second term on the right-hand side is close to 0 because \( \hat{f}^{(k)} \) has been assumed to be a good approximator of \( P(y \mid x') \) in approximate maximum loss reduction. We further assume that the first term, which is the partial training error of \( \hat{g}_+ \), to be close to 0. The assumption happens when \( G \) is powerful enough to return a decent \( \hat{g}_+ \). Using the assumptions, we derive the Hamming loss reduction (HLR) criterion to be

\[
D^*_s = \arg\max_{|D_s|=S, D_s \subseteq D_u} \sum_{x' \in D_s} \sum_{k=1}^{K} \left( \| \hat{g}^{(k)}(x') \neq \hat{f}^{(k)}(x') \| \right) .
\]
The criterion can be performed by selecting top-scored $S$ instances from $D_u$ using the instance-wise scoring function

$$U_{\text{HLR}}(x' | f, g) = \sum_{k=1}^{K} \left( \left\lceil \hat{g}^{(k)}(x') - \hat{f}^{(k)}(x') \right\rceil \right).$$

The scoring function $U_{\text{HLR}}$ can be interpreted as querying the instances that two multi-label classifiers $\hat{f}$ and $\hat{g}$ disagree the most in terms of the Hamming distance. The interpretation makes HLR a sibling of to the traditional query by committee algorithm for active learning in binary classification (Seung et al., 1992), which queries the instances that a committee of binary classifiers disagree the most.

### 4.4. Soft Hamming loss reduction

When using a margin-based auxiliary learner like the binary relevance SVM, the scoring functions $U_{\text{MMR}}$ and $U_{\text{HLR}}$ take the two extremes of using the margin information. The function $U_{\text{MMR}}$ takes all the margin information into account, and thus can be affected by a few extreme margin values. The function $U_{\text{HLR}}$, on the other hand, does not use any margin information. To explore whether the margin information is important in multi-label active learning, we design another instance-wise scoring function that can be viewed as a mixture of $U_{\text{MMR}}$ and $U_{\text{HLR}}$. In particular, the scoring function takes the margin information from the decision function $g^{(k)}(x')$ and the estimated label $\hat{f}^{(k)}(x')$ like $U_{\text{MMR}}$. But instead of using the value $g^{(k)}(x') \cdot \hat{f}^{(k)}(x')$ directly in the instance-wise scoring function (as $U_{\text{MMR}}$ does), the value is clipped to the range $[-b, b]$ to remove the influence of extreme margin values. Define

$$U_{\text{SHLR}}(x' | f, g) = \sum_{k=1}^{K} \frac{b - \text{clip} \left( \hat{f}^{(k)}(x') \cdot g^{(k)}(x'), b \right)}{2b},$$

where $\text{clip}(A, b) = \max(\min(A, b), -b)$. When $b \to \infty$, we see that $U_{\text{SHLR}}$ is similar to $U_{\text{MMR}}$ because all the margin information is preserved when computing the instance-wise scoring function. On the other hand, when $b \to 0$,

$$\sum_{k=1}^{K} \frac{b - \text{clip} \left( \hat{f}^{(k)}(x') \cdot g^{(k)}(x'), b \right)}{2b} \approx \sum_{k=1}^{K} \frac{b - b \cdot (2\left\lceil \hat{f}^{(k)}(x') = \hat{g}^{(k)}(x') \right\rceil - 1)}{2b} = \sum_{k=1}^{K} \left\lceil \hat{f}^{(k)}(x') \neq \hat{g}^{(k)}(x') \right\rceil.$$

That is, $U_{\text{SHLR}}$ can be viewed as a relaxed version of $U_{\text{HLR}}$ that takes some margin information into account. We propose a query criterion that uses $U_{\text{SHLR}}$ as the scoring function to select the top-scored $S$ instances from $D_u$, and name the criterion soft Hamming loss reduction (SHLR).

When comparing MMR, HLR and SHLR (with $b \geq 1$), we see that they are exactly the same if the auxiliary learner $G$ is not margin-based. In that case, $\hat{g}(x) = g(x)$ and all three criteria result in exactly the same query decisions. The three criteria thus all fit the paradigm of query by committee of size two. When the auxiliary learner is margin-based, like the binary relevance SVM, the MMR criterion takes all the margin information; the HLR criterion ignores all the margin information; the SHLR criterion takes partial margin information. Next, we make a fair empirical comparison and see if the different amount of margin information leads to different performance in active learning.
Table 1: Details of each data sets

<table>
<thead>
<tr>
<th>Data set</th>
<th># Instances</th>
<th># Features</th>
<th># Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rcv1</td>
<td>3000</td>
<td>47236</td>
<td>103</td>
</tr>
<tr>
<td>Y!Ar</td>
<td>5712</td>
<td>23146</td>
<td>26</td>
</tr>
<tr>
<td>Y!Bu</td>
<td>6270</td>
<td>34096</td>
<td>33</td>
</tr>
<tr>
<td>Y!Co</td>
<td>2000</td>
<td>103</td>
<td>14</td>
</tr>
<tr>
<td>Y!Ed</td>
<td>6030</td>
<td>27534</td>
<td>33</td>
</tr>
<tr>
<td>Y!En</td>
<td>6356</td>
<td>32001</td>
<td>21</td>
</tr>
<tr>
<td>yeast</td>
<td>6270</td>
<td>34096</td>
<td>33</td>
</tr>
<tr>
<td>scene</td>
<td>2000</td>
<td>294</td>
<td>6</td>
</tr>
</tbody>
</table>

5. Experiment

We evaluate the proposed query criteria and compare them with MMR on real-world benchmark data sets. In Section 5.2, we use the same major/auxiliary learner as the original MMC approach. Then, in Sections 5.3 and 5.4, we use other major/auxiliary learner combinations to validate the usefulness of the general framework.

5.1. Setting

**Data sets.** We consider eight real-world data sets in the experiments. The first data set is the “topics” task of RCV1-V2 (Lewis et al., 2004), which is a text classification task with instances being documents from Reuters newswire stories. The data set is downloaded from LIBSVM-Tools and will be denoted as rcv1. We select 3000 instances from subsets to form our data pool. There are 47236 features and 103 classes in rcv1 data set.

We use five more data sets on classifying web pages from the top directory of Yahoo! Each data set is associated with one top directory, and each instance within the data set is a web page that is labeled as one or more sub-directories. We take the Arts (Y!Ar), Business (Y!Bu), Computers (Y!Co), Education (Y!Ed) and Entertainment (Y!En) sets. The rcv1 and the five Yahoo! data sets have also been used for evaluating the MMC approach (Yang et al., 2009) and are thus included in our experiments. For these six data sets, the instances (documents) are transformed to the TF-IDF format and normalized to a unit-length vector.

In addition to the text-classification data sets that are used for evaluating the MMC approach (Yang et al., 2009), we consider two general multi-label classification data sets, yeast and scene. The two sets are popularly used for evaluating multi-label learners. (Zhang and Zhou, 2006; Read et al., 2008; Grodzicki et al., 2008; Tai and Lin, 2010). The yeast data set is a biological one on protein classification; the scene data set is a visual one on still-scene classification. The two data sets are both also downloaded from LIBSVM-Tools.

The detail information of each data set is in Table 1. In Yahoo! data sets, we directly take their training data as our data pool. In scene and yeast data sets, we select 2000 instances from the combination of training and testing data to form our data pool.

**Active learning environment.** For each data set, we randomly choose 500 instances with labels as the initial labeled pool $D_l$ and leave the remaining instances as the unlabeled pool $D_u$. In each round, each active learning algorithm is asked to query $S = 20$ instances. We consider a total of $R = 50$ rounds. That is, the final labeled pool would contain 1500 instances. Each experiment is repeated for 6 trials with the same initial $D_l$ for each algorithm and the average result of the 6 trials.

2. The actual number of classes that comes with at least one example is 101.
3. [http://www.kecl.ntt.co.jp/as/members/ueda/yahoo.tar.gz](http://www.kecl.ntt.co.jp/as/members/ueda/yahoo.tar.gz)
Evaluation measure. We consider two different evaluation measures. One is the micro-averaged F1-score, which is between 0 and 1, with higher value representing better performance. The other is the Hamming loss (as discussed in Section 4.3 for deriving HLR), which is also between 0 and 1 when normalized with respect to \( K \). For the Hamming loss, lower value represents better performance. The original MMC paper only uses the F1-score to evaluate the performance. We also include the Hamming loss because of its popularity in evaluating multi-label learners (Zhang and Zhou, 2006, 2007; Tai and Lin, 2010).

Major/Auxiliary learners. We consider three different combinations of major/auxiliary learners. The first one takes stacking with logistic regression (SLR) as the major learner and binary relevance SVM (BR) as the auxiliary one. We take the combination to fairly compare MMC with the proposed HLR and SHLR criteria.

The second combination takes a different major learner, Classifier Chain (CC; Read et al., 2009) with SVM, while keeping BR as the auxiliary learner. CC is a leading multi-label classification algorithm. Similar to BR, each class in CC is also modeled with a single binary SVM and thus CC can provide margin information. Nevertheless, CC models the relationship between classes by a randomly-generated chain of them instead of treating the classes in parallel like BR. To simplify the experiment setting, we take a fix order for CC, and do not use the ensemble version. The combination aims at exploring the flexibility of choosing a major learner in the proposed framework.

The third combination takes SLR as the major learner and replaces the auxiliary learner with CC. The combination helps validate the flexibility of choosing an auxiliary learner in the proposed framework.

Note that all learners that we consider rely on SVM directly (BR, CC) or indirectly (SLR). We take LIBSVM (Chang and Lin, 2011) as the SVM solver, use the linear kernel and set the regularization parameter \( C \) to 1. This setting is as the same as the one used by MMC. Internally, SLR needs the probability output from SVM, which is done by the default probability output routine (Lin et al., 2007) in LIBSVM.

Query Criteria. We compare five different query criteria to clarify their usefulness for Algorithm 2. The criteria are random, BinMin (both described in Section 3.2), MMR (discussed in Section 4.2), our proposed HLR (Section 4.3) and SHLR (Section 4.4). Because SVM is taken as the base binary classifiers and the hinge point in the common SVM loss function is also 1, we fix the \( b \) parameter of SHLR to be 1.

5.2. Comparison using SLR/BR as Major/Auxiliary

When using SLR as the major learner and BR as the auxiliary learner in the proposed framework, we can equivalently recover the original MMC approach (Yang et al., 2009) by taking the MMR criterion. In this section, we fairly compare the MMC approach to approaches that use other query criteria. Figure 1(a) lists the resulting F1-score of the different query criteria on the rcv1 data set. The horizontal axis indicates the number of rounds; the vertical axis is the F1-score achieved in each round. Figure 1(a) clearly demonstrates that over all the five criteria, SHLR is the best choice for rcv1 while MMR and HLR are the runner-ups. After a few rounds, we see that MMR, HLR and SHLR start to outperform the two baseline criteria: BinMin and Random. The results justify
In the earlier rounds in Figure 1(a), HLR is slightly worse than MMR, which suggests that the margins $g^{(k)}(x')$ can be useful in determining better queries. On the other hand, in the latter rounds, the F1-scores achieved by HLR and MMR are similar, which demonstrates that HLR can be a simple but competitive alternative over MMR.

SHLR and MMR perform similarly in the earlier rounds in Figure 1(a). That is, not many instances are affected by the clipping operation in SHLR in the earlier rounds. Nevertheless, in the latter rounds, more instances can come with very negative or very positive joint ambiguity values $\hat{f}^{(k)}(x') \cdot g^{(k)}(x')$ and thus affects the MMR criterion significantly. On the other hand, the clipping operation in SHLR regularizes the extreme values when making query decisions. Figure 1(a) demonstrates that SHLR performs better than MMR during the latter rounds, and validates that the clipping operation is helpful. The figure also indicates that SHLR is better than HLR by using the detailed margin information to reach better performance in the earlier rounds.

In Table 2, we list the F1-score of the decision function $f$ obtained in the final round. The best query criterion for each data set is marked in bold. We also rank the query criteria by their performance for each data set and list them in Table 3, with tied cases receiving the mean rank of the tied positions.

**BinMin versus random.** The average ranks of BinMin and random across all data sets are similarly large in Table 3 which echoes the finding in the MMC paper (Yang et al., 2009). In particular, the results suggest that querying based on a few worst-case labels cannot improve much over the (non-active) random baseline.

**MMR versus BinMin and random.** On the other hand, MMR outperforms BinMin and random on all data sets, which again echos that finding of the MMC paper (Yang et al., 2009).

**MMR versus HLR.** HLR is better than MMR on three data sets, worse on four, and ties with MMR on the other. In terms of the average rank across all data sets in Table 3, HLR is slightly worse than MMR. That is, HLR is competitive but not a better alternative over MMR.

**MMR versus SHLR.** In Table 2, SHLR is better than MMR on four data sets, worse on two, and ties with MMR on the other two. In terms of the average rank across all data sets in Table 3, SHLR is slightly better than MMR. The results demonstrate that SHLR can be a new state-of-the-art query criterion. SHLR is also the best query criterion in five out of the eight data sets. The results validate the importance of the proposed framework—better performance can be achieved by considering a novel criterion that appropriately use the information from the major and the auxiliary learners.

Next, we examine the results on the Hamming loss. Figure 1(b) shows the number of rounds versus the Hamming loss achieved by different query criteria on the rcv1 data set; Table 4 lists...
Figure 1: Using SLR/BR as major/auxiliary learners on rcv1

(a) F1-score

(b) Hamming loss

Table 3: ranking of ending-F1-score when using SLR/BR as major/auxiliary learners

<table>
<thead>
<tr>
<th>data set</th>
<th>YA</th>
<th>YA</th>
<th>YB</th>
<th>YC</th>
<th>YE</th>
<th>Ye</th>
<th>Ye</th>
<th>Ye</th>
<th>Ye</th>
<th>Ye</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>BinMin</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>MMR</td>
<td>2.5</td>
<td>2</td>
<td>1</td>
<td>2.5</td>
<td>1.5</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2.063</td>
</tr>
<tr>
<td>HLR</td>
<td>2.5</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2.313</td>
<td></td>
</tr>
<tr>
<td>SHLR</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2.5</td>
<td>1.5</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.625</td>
</tr>
</tbody>
</table>

Table 4: ending Hamming loss and average rank when using SLR/BR as major/auxiliary learners

<table>
<thead>
<tr>
<th>data set</th>
<th>YA</th>
<th>YA</th>
<th>YB</th>
<th>YC</th>
<th>YE</th>
<th>Ye</th>
<th>Ye</th>
<th>Ye</th>
<th>Ye</th>
<th>Ye</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starting Hamming loss Random</td>
<td>0.0169</td>
<td>0.0801</td>
<td>0.0274</td>
<td>0.0431</td>
<td>0.0525</td>
<td>0.0730</td>
<td>0.2125</td>
<td>0.1033</td>
<td>4.625</td>
<td></td>
</tr>
<tr>
<td>BinMin</td>
<td>0.0114</td>
<td>0.0917</td>
<td>0.0236</td>
<td>0.0411</td>
<td>0.0575</td>
<td>0.0708</td>
<td>0.1200</td>
<td>0.4022</td>
<td>4.375</td>
<td></td>
</tr>
<tr>
<td>MMR</td>
<td>0.0088</td>
<td>0.0693</td>
<td>0.0203</td>
<td>0.0362</td>
<td>0.0523</td>
<td>0.0603</td>
<td>0.1684</td>
<td>0.0327</td>
<td>2.188</td>
<td></td>
</tr>
<tr>
<td>HLR</td>
<td>0.0085</td>
<td>0.0716</td>
<td>0.0215</td>
<td>0.0360</td>
<td>0.0529</td>
<td>0.0682</td>
<td>0.1668</td>
<td>0.0462</td>
<td>2.313</td>
<td></td>
</tr>
<tr>
<td>SHLR</td>
<td>0.0075</td>
<td>0.0694</td>
<td>0.0203</td>
<td>0.0360</td>
<td>0.0516</td>
<td>0.0605</td>
<td>0.1596</td>
<td>0.0256</td>
<td>1.500</td>
<td></td>
</tr>
</tbody>
</table>

the Hamming loss after the final round and shows average rank of each criterion in terms of the Hamming loss.

The observations from the Hamming loss are similar to the observations from the F1-score. SHLR remains to be the best choice and is followed by MMR and HLR. BinMin and random keeps being in the back. The results further confirm that the observed strength and weakness of the query criteria can hold across different evaluation measures.

5.3. Comparison using CC/BR as Major/Auxiliary

Next, we compare the query criteria using a different combination of major/auxiliary learners. In particular, we take Classifier Chain (CC) (Read et al., 2009) as the major learner instead of SLR. The figures on rcv1 are similar to Figures 1(a) and 1(b) and are thus not included because of page limits.

Table 5 lists the F1-score and average rank of each criterion. We again observe that the difference between MMR, HLR and SHLR is small and SHLR enjoys a small edge. Table 6 lists the results on the Hamming loss. While SHLR is still the best in terms of the Hamming loss, HLR does not perform as well. We suspect that the inferior performance can be caused by the similarity between the CC and BR learners in nature. In particular, when the two learners are similar, the detailed margin information may be helpful in distinguishing worth-querying instances from others. HLR does not use the detailed margin information and hence could result in worse queries.
An interesting observation comes from comparing the results from Tables 4 and 6. In particular, the best Hamming loss of the CC/BR combination is better than the best one of the SLR/BR combination across almost all the data sets. On the other hand, when comparing the results from Tables 2 and 5, the SLR/BR combination appears to be a better choice. Thus, the flexibility in the proposed framework is useful: an appropriate combination of major/auxiliary learners can be chosen to improve a particular evaluation measure of interest.

5.4. Comparison using SLR/CC as Major/Auxiliary

Next, we compare the query criteria using SLR/CC as major/auxiliary learners. Table 7 lists the F1-score and average rank of each criterion; Table 8 lists the Hamming loss. The figures on rcv1 are similar to Figures 1(a) and 1(b) and are thus not included because of page limits. The observations from the figures and tables are consistent with the observations using SLR/BR. SHLR clearly reaches the best performance, MMR and HLR are similar, and BinMin and random cannot do well.

When comparing the results of SLR/CC (Tables 7 and 8) with the results of SLR/BR (Tables 2 and 4), we see that the SLR/CC combination outperforms SLR/BR on Y!En, yeast and scene data sets in terms of both the F1-score and Hamming loss. The results again justify that the proposed general framework creates a room for improving active learning performance by appropriately choosing major/auxiliary learners.
6. Conclusion

We extended the state-of-the-art MMC approach to a more general framework called active learning with auxiliary learner. We then studied the properties of MMC’s query criterion, MMR, and designed two different query criteria to alleviate the extreme-value sensitivity of MMR. The first criterion, HLR, does not require any margin information from the auxiliary learner; the second criterion, SHLR, removes the influence on extreme margin-values by clipping.

We conducted experiments to fairly compare the query criteria on various real-world data sets. The experiments showed that SHLR is usually the best query criterion across different data sets and different combinations of major/auxiliary learners. Thus, SHLR should be the most favorable choice in practice. In addition, we observed that the flexibility of the proposed framework allows properly using different combinations of major/auxiliary learners to reach better performance. The observation justified the validity and usefulness of the framework. One important future direction is to explore how to properly choose a suitable combination of major/auxiliary learners before running the active learning algorithm.
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