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ABSTRACT

The Laplacian pyramid is popular for decomposing images into multiple scales and is widely used for image analysis [15]. However, because it is constructed with spatially invariant Gaussian kernels, the Laplacian pyramid is widely believed as being unable to represent edges well and as being ill-suited for edge-aware operations such as edge-preserving smoothing and tone mapping. Paris, Hasinoff, and Kautz successfully take Laplacian pyramid to process [15]. But they still take advantage of exponential function. We propose another linear approximation and use cascade piecewise linear for more correct approximation. We can see the exponential curve is easily implemented and has small error. In the result, we also show that it has better quality by using BRISQUE score [14].
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1. INTRODUCTION

Laplacian pyramids have been applied to many applications such as harmonization [18], texture synthesis [11], compression [5]. But these techniques are commonly regarded as a poor choice for edge preserving. Smooth Gaussian kernels applied on pyramids are considered almost opposite to edge discontinuities. Further, the decimation of the levels is successive reduction by factor 2 of the resolution. It is often criticized for introducing aliasing artifacts, leading some researchers, e.g., [13], to recommend its omission. These arguments are often cited as a motivation for more sophisticated schemes such as edge-preserving optimization [3, 7], edge-aware wavelets [10], neighborhood filters [12, 20], and anisotropic diffusion [1, 16].

Laplacian pyramids can be implemented by easily resizing image and some other methods relying on more sophisticated techniques. For example, optimization-based methods [7, 8, 17], minimize a spatially inhomogeneous energy and build for each new image by decimated basis functions [9, 10, 19], and bilateral filters takes advantage of a spatially varying kernel [20]. These additional levels of sophistication also often come with practical shortcomings. The neighborhood filters easily over-sharpen edges [4]. Optimization-based methods do not scale well since the solution has exponential complexity. Anisotropic diffusion is hard to set the parameters due to the iterative process. Some of these shortcomings can be improved by post-processing, for example, bilateral filter edge can be smoothed [2, 6, 12]. It takes additional computation and parameter setting.

Paris, Hasinoff, and Kautz offer one state-of-the-art edge-aware filters achieved with statndard Laplacian pyramids without post-processing following additional computation and parameter setting [15]. They use the \( \alpha \) curve to control the texture part of the image. The schematic diagram is shown in red curve of Fig. 1. Because it is a nonlinear equation and not easily and directly implemented on the chip, we hope to easily implement on hardware in real time. Finally we propose the cascade piecewise linear method.

![Fig. 1 The concept of local detail enhancement.](image)

0 < \( \alpha \) < 1
2. PROPOSED METHOD

The nonlinear power equation can be approximately by piecewise linear point. If we want to approximate more correctly at lower normalized $\sigma$, it needs many points to approximate. If we just want to use fewer points to achieve the approximation, we write the equation as follows.

Piecewise linear point $A = [r(a_1), r(a_2), ..., r(a_N)]$ where $r(i)$ is remapping value; $a_1, a_2, ..., a_N$ are the normalized $\sigma$, distributed evenly from 0 to 1.

$$r(i) = r(a_{n-1}) \ast r(a_1) + \frac{r(a_n) - r(a_{n-1})}{\text{size}(A)}$$

if $(r(a_{n-1}) < i < r(a_n))$

The simulation results are in the Fig. 2. They show the effect when $\alpha$ equals 0.75, 0.5, and 0.25. In Fig. 2(c), we can see that large difference exists from 0 to 0.1. Besides Fig. 2(c), Fig. 2(b) also exists significant difference. Thus we propose the cascade piecewise linear to approach the nonlinear equation.

We use 10 piecewise linear points for the first level, but it is not enough in Fig. 2. We add the same 10 points piecewise linear to cascade in the range between 0 to 0.1. The simulation result of the approximation is shown in Fig. 3.

We can see the 10 times points in the range from 0 to 0.1. They almost has the same value on the curve of nonlinear equation.

We only prepare 10 piecewise linear points for every $\alpha$ parameter. If we want to have 20 different $\alpha$ parameters for selecting, the hardware system just only stores 10x20 coefficients and saves memory space and can create 20 different nonlinear equations.

We want to know how large the error is after applying our proposed method between 0 to 0.1 of $\sigma$. We analyze the error distributed between 0 to 0.1 of $\sigma$ by showing Figs. 4 to 6. It is easy to see the error in Part (a) of Figs. 4 to 6. After the comparison, our proposed method shows almost 0 in Part (a) of Figs. 4 to 6.

When we use small scale to see the detailed error distributed, it is really very small at about -17 order.
Fig. 3: Normalization remapping comparisons between power function and cascade piecewise linear using different parameters. (a) $\alpha=0.75$, (b) $\alpha=0.5$, (c) $\alpha=0.25$

Fig. 4: (a) Error with piecewise linear, $\alpha=0.25$  
(b) Error with proposed method, $\alpha=0.25$

Fig. 5: (a) Error with piecewise linear, $\alpha=0.5$  
(b) Error with proposed method, $\alpha=0.5$

Fig. 6: (a) Error with piecewise linear, $\alpha=0.75$  
(b) Error with proposed method, $\alpha=0.75$

3. EXPERIMENT RESULT

After using our proposed method to replace nonlinear equation and use only two pyramid levels, the result images part (b) of Figs. 7 to 10. are almost the same with the result of Paris et al.’s work [15], whose result image are the part (a) of Figs. 7 to 10. We apply one objective score which is BRISQUE score [14]. It does not need another image for reference. It can give the quality result according to the image self quality. When we run 2 different $\sigma$ and $\alpha$ values, the BRISQUE score shows the four results are very similar with Paris et al.’s work [15]. Thus it achieves our goal. Besides, the cascade piecewise linear has better quality than the nonlinear equation because BRISQUE score means better when it is lower. We can see the four
results in Table 1. First, our proposed method gets the BRISQUE score value \(-2.157870\) when \(\sigma = 0.25\) and \(\alpha = 0.25\), it is less than \(-1.9524\) the output of paper [15]. Second, our proposed method gets the BRISQUE score value \(-1.86854\) when \(\sigma = 0.25\) and \(\alpha = 0.5\), it is also less than \(-1.8523\) the output of paper [15]. Third, our proposed method gets the BRISQUE score value \(7.767620\) when \(\sigma = 0.5\) and \(\alpha = 0.25\), it is again less than \(7.917620\) the output of paper [15]. But finally, the output of paper [15] is better than our proposed when \(\sigma = 0.5\) and \(\alpha = 0.5\). The score are \(0.207623\) and \(0.248562\) respectively for local Laplacian filter and our proposed method. Among four results, our three results are better than the output of paper [15].

If we use pure piecewise linear method with \(\sigma\), divided by the same distance method, it needs 100 point for achieving the same quality on one exponential function. If we want to use two segment piecewise linear method and choose \(\sigma\) equals 0.1 for demarcation point. It needs 10 point between 0 to 0.1 and 9 points between 0.1 to 1.0. This methods needs totally 19 points. We propose cascade piecewise linear method and it just only need 10 points to achieve almost the same quality with exponential function. The memory requirement of the three methods are made in Table 2.

### 4. CONCLUSION

We propose a cascade piecewise linear method for local Laplacian filter suitable on real-time hardware system and save memory space than pure piecewise linear method and two segment piecewise linear method in Table 2. If we want to implement the local Laplacian filter, we need about 20 different exponential functions for user different settings. The comparison of memory size of different methods are shown in Table 3. Besides the less memory is needed and our proposed can have a little better quality than the nonlinear equation according to BRISQUE score. BRISQUE score is developed according to large image data base. When the image adds some suitable noise inside, it will get worse score. The difference of our proposed method and nonlinear equation is at 0~0.01. In this regions nonlinear equation rises faster than our method. Thus the smooth region by using nonlinear equation where \(\sigma<0.01\) will become more noisy than our proposed method. In this paper, our proposed method can offer less memory requirement and keep good quality for detail enhancement.
Fig. 8: (a) Local laplacian filter $\sigma = 0.2$, $\alpha = 0.5$  
(b) Proposed method $\sigma = 0.2$, $\alpha = 0.5$

Fig. 9: (a) Local laplacian filter $\sigma = 0.5$, $\alpha = 0.25$  
(b) Proposed method $\sigma = 0.5$, $\alpha = 0.25$

Fig. 10: (a) Local laplacian filter $\sigma = 0.5$, $\alpha = 0.5$  
(b) Proposed method $\sigma = 0.5$, $\alpha = 0.5$

Table 1: Brisque score.

<table>
<thead>
<tr>
<th></th>
<th>Local Laplacian Filter</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flower $\sigma = 0.2$ $\alpha = 0.25$</td>
<td>-1.9524</td>
<td>-2.157870</td>
</tr>
<tr>
<td>Flower $\sigma = 0.2$ $\alpha = 0.5$</td>
<td>-1.8523</td>
<td>-1.86854</td>
</tr>
<tr>
<td>Flower $\sigma = 0.5$ $\alpha = 0.25$</td>
<td>7.917620</td>
<td>7.767620</td>
</tr>
<tr>
<td>Flower $\sigma = 0.5$ $\alpha = 0.5$</td>
<td>0.207623</td>
<td>0.248562</td>
</tr>
</tbody>
</table>
Table 2: Memory score for different exponential functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>Pure Piecewise</th>
<th>Two segment piecewise</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory size</td>
<td>100 words coefficient</td>
<td>19 words coefficient</td>
<td>10 words coefficient</td>
</tr>
</tbody>
</table>

Table 2: Memory score for 20 different exponential functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>Pure Piecewise</th>
<th>Two segment piecewise</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory size</td>
<td>2000 words coefficient</td>
<td>380 words coefficient</td>
<td>200 words coefficient</td>
</tr>
</tbody>
</table>
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