
Utilizing Self-Supervised Embeddings for Improving Audio-Visual Speaker
Diarization at EGO4D Challenge 2023

Chin-Jou Li∗, WenZhe Ren∗, Chia-Wei Chen∗

National Taiwan University, Taiwan
b09902035@csie.ntu.edu.tw

Ernie Chu∗, Tzu-hsuan Huang∗, Jen-Cheng Hou∗, Jun-Cheng Chen, Yu Tsao
Academia Sinica, Taiwan

yu.tsao@citi.sinica.edu.tw

Abstract

This technical report demonstrates an approach for the
audio-visual speaker diarization (AVD) task at EGO4D
Challenge 2023. The approach is based on the baseline
system of the challenge, where several building blocks are
replaced with more advanced ones. The model is improved
in three-fold. Firstly, we adopt a better face detection
and tracking pipeline to improve visual front-end process-
ing. Secondly, we use an AV-HuBERT based model for ac-
tive speaker detection (ASD). It utilizes multi-modal self-
supervised embeddings (SSE) and improves ASD at accu-
racy of frame-level prediction from 79% to 84%. Lastly,
a pre-trained HuBERT model is used for generating audio
embeddings to boost speaker matching, and yields a gain
of +3% at diarization error rate. Our model is shown to
perform better than the baseline on the validaton set, con-
firming the effectiveness of utilizing SSE in the AVD task.

1. Introduction
The EGO4D Challenge [1] is a contest dedicated for ego-

centric video analysis, such as audio-visual speaker diariza-
tion (AVD). The AVD task focuses on tackling the prob-
lem of ’who spoke when’ in a given video. Inspired by the
recent success of self-supervised learning (SSL) in speech
processing [8], and audio-visual applications [10]. We won-
der if self-superivsed embeddings (SSE) from the SSL mod-
els can benefit the AVD task as well. Specifically, we in-
vestigate SSE from the HuBERT [8] and AV-HuBERT [10]
models, which have been shown to be helpful for down-
stream tasks such as speaker recognition [11], speech en-
hancement and separation [5].
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Figure 1. Overview of the model. The model follows the pipeline
of the baseline system. The blocks in blue denote they are replaced
with more advanced ones.

Our proposed approach, as shown in Fig. 1, is based
on the baseline system. Some building blocks are replaced
by more effective ones. For example, we use an improved
pipeline for face detection and tracking to enhance the vi-
sual front-end processing. In addition, we adopt audio-
visual SSE from AV-HuBERT for active speaker detection
(ASD), and audio-only SSE from HuBERT for boosting the
performance of speaker matching. Other models used in
building blocks such as voice activity detection are kept the
same. The following sections will elaborate our used meth-
ods and the experimental results.

2. Methodology and implementation
2.1. Improved face detection and tracking

2.1.1 Short-term tacking

During the tracking procedure, we utilize a face detector [6]
to identify and locate all the faces within a video clip. This
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(a) Baseline (the 13th frame). (b) Ours (the 13th frame). (c) Ground truth (the 13th frame).

(d) Baseline (the 140th frame). (e) Ours (the 140th frame). (f) Ground truth (the 140th frame).

Figure 2. This is the comparison between the baseline model, our method, and the ground truth. Sample frames are from the clip:
0fe736da–48f1–4961–bd7a–b75ce13c91b4. Upon observation, it is evident that in the 13th frame, the baseline model detect an object
that is not a human face. In the 140th frame, the baseline model incorrectly assigns the different IDs to the same people.

enables us to gather the bounding box coordinates and fa-
cial landmarks associated with each face. Subsequently,
we generate the tracklet by sorting [4] these detected faces.
Regardless of whether the faces are identical, each track-
let is assigned a new bounding box ID. Additionally, we
store various information during the tracking process, such
as frame ID, bounding box ID, bounding box coordinates
and facial landmarks.

2.1.2 Long-term tacking

Long term tracking aims to merge the short-term tracklets
associated with the same person. We begin by cropping all
the faces within a clip, using the bounding box coordinates
and facial landmarks obtained from the short-term tracking,
and organizing them based on their bounding box IDs for
storage. These cropped faces are then sent to a face recog-
nition model [7] to extract their feature representations. Uti-
lizing the cosine similarity metric, we calculate the similar-
ity between each pair of faces based on their extracted fea-

ture. For example, Assuming we have 100 bounding boxes
with different IDs. In this case, we would get a similarity
map of size 100x100, capturing the pairwise similarities be-
tween all the faces. Through the application of a threshold,
we determine whether faces with different box IDs corre-
spond to the same individuals, if the similarity surpasses
the threshold and there is no matching ID within the same
frame, we proceed to replace the bounding box ID accord-
ingly. The above method is implemented with an open-
source tool [2] .

2.2. AV-HuBERT based ASD model

For audio-visual ASD, we adopt the model in [5], and
make minimum modifications to fit the model for the ASD
task. Hence our AV-HuBERT based ASD model consists
of an AV-HuBERT module as an upstream processor, fol-
lowed by a bidirectional long short-term memory (BLSTM)
network and a classification head. The model specifica-
tions other than the binary classification layer follow the one
in [5]. We fine-tune the AV-HuBERT from a pre-trained
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Method Accuracy

TalkNet [12] 0.79
AV-HuBERT based model (Ours) 0.84

Table 1. Fame-level accuracy comparison between the baseline
ASD model (TalkNet) and our AV-HuBERT based model on the
validation set of the EGO4D dataset.

Method DER

Baseline 0.86
HuBERT + PCA (Ours) 0.83

Table 2. DER comparison of our audio embedding extraction
method with the baseline model on the validation set of the
EGO4D dataset.

Method DER

Baseline 0.80
Ours 0.79

Table 3. DER comparison of our full model with the baseline
model on the validation set of the EGO4D dataset.

checkpoint on LRS3 [3]. The learning objective is to mini-
mize the cross-entropy loss.

2.3. Audio embeddings with the HuBERT model

To produce effective audio embeddings for speaker
matching, we use a HuBERT model pre-traind on Lib-
rispeech [9] to generate SSE at a dimension of 768. Prin-
cipal component analysis (PCA) is then utilized to reduce
the dimensionality to 150. The HuBERT model is not fine-
tuned or optimized on the EGO4D dataset. Zero-shot infer-
ence is performed.

3. Experimental results

Table 1 and Table 2 show ablation studies of how our
ASD and audio embedding extraction blocks outperform
the baselines. In Table 1, we can observe that at frame-
level prediction for ASD, our method can obtain a gain of
+5% on the validation set of the EGO4D dataset. In Ta-
ble 2, it shows our audio embedding extraction approach
can outperform the baselines in terms of diarization error
rate (DER) in the validation set. These results confirm the
effectiveness of utilizing the SSE. Lastly, by integrating all
the three advanced blocks, as shown in Table 3, our model
can outperform the baseline model in DER on the validation
set.

4. Conclusion

In this report, we propose three advanced building blocks
to improve the baseline model of the AVD task at the
EGO4D Challenge 2023. They include an improved face
tracking pipeline, AV-HuBERT based ASD model, and Hu-
BERT based audio embedding extraction. In particular, our
visual front-end processing can outperform the baseline,
providing more robust results of face detection and track-
ing. In addition, we show that by introducing SSE from
pre-trained SSL models, both ASD and quality of audio em-
beddings can have a significant improvement. Lastly, by
integrating all the proposed blocks, our method can outper-
form the baseline model on the validation set, confirming
the effectiveness of our model design choices.
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