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ABSTRACT 
 
Previous research on human visual perception system 
had conducted studies on the spatial variation in human 
visual resolution. Their studies had shown that only the 
fovea region of human eyes can afford sharp vision with 
acute visual details. In this paper, we propose an 
interactive multi-resolution monitor system composed 
of a multi-resolution input channel and output display. 
The multi-resolution input channel consists of a wide 
angle camera and a Pan/Tilt/Zoom (PTZ) camera. The 
multi-resolution output display consists of a fixed 
projector and a steerable projector. The fixed projector 
takes inputs from the wide-angle camera to provide an 
overview of a scene, while the steerable projector takes 
inputs from the PTZ camera to provide a high-
resolution sub-view of the same scene. Our system 
combines multi-resolution input devices and output 
devices to create a cost-effective, attentive user interface 
that can help reduce human operator’s cognitive loads 
during their monitoring tasks. The contributions are two 
folds: (1) enabling interactive capture and display of 
high-resolution region-of-interest for center of attention 
while providing a low-resolution background for 
peripheral awareness, and (2) balance the requirement 
between capture and display resolution and system cost. 
 

1. INTRODUCTION 
 
These guidelines include complete descriptions of the 
fonts, spacing, and related information for producing 
your proceedings manuscripts. Please follow them. 
Previous research [7] on human visual perception 
system had conducted studies on the spatial variation in 
human visual resolution. Their studies had shown that 
only the fovea region of human eyes can afford sharp 
vision with acute visual details. In comparison, 
peripheral region of human eyes perceives rough 
percipience of the world with coarse visual details. This 

spatial variation in human perception has been widely 
exploited for many eye-tracker based applications, such 
as level-of-detail rendering [14] and video compression 
[13], in reducing display resolution outside the fovea 
region. Therefore, these applications can lower the 
amount of computation and economize system cost. 
Research in building large, low-cost displays can also 
take advantage of this human perception characteristic. 
For example, the concept behind a multi-resolution 
wall-sized display is to (1) provide peripheral awareness 
over a large display region at a low resolution matching 
human peripheral visual acuity, and (2) put high 
resolution only at a small display region of interest 
matching his/her fovea visual acuity. [17] 

In this paper, we propose an interactive multi-
resolution monitor system composed of a multi-
resolution input channel and output display. An 
overview of our system design is shown in Figure 2. 
The multi-resolution input channel consists of a wide 
angle camera and a Pan/Tilt/Zoom (PTZ) camera. The 
wide-angle camera provides a wide field of view at a 
lower resolution, whereas the PTZ camera provides a 
limited sub-view of the same scene at a high resolution. 
These two cameras are calibrated to simultaneously 
provide both a rough overview and a detailed sub-view 
from a scene. 

The multi-resolution output display consists of a 
fixed projector and a steerable projector. These two 
projectors cooperatively project a multi-resolution 
display wall. The fixed projector takes inputs from the 
wide-angle camera to provide an overview of a scene, 
while the steerable projector takes inputs from the PTZ 
camera to provide a high-resolution sub-view of the 
same scene onto the display wall.  

Our multi-resolution monitor system is interactive 
to accommodate movements of human eyes to different 
regions of interest. Interaction is provided in the 
following steps.  (1) A user indicates his/her target 
region of interest by directly pointing on a display wall. 



(2) This pointing action and its pointed spatial region 
are detected by a wide-angle camera. (3) A PTZ camera 
rotates and zooms to capture a high-resolution view of 
the target region of interest. (4) A steerable projector 
projects the high resolution view onto the display wall.  
Our system combines multi-resolution input devices and 
output devices to create a cost-effective, attentive user 
interface that can help reduce human operator’s 
cognitive loads during their monitoring tasks. In a 
typical monitoring task such as video surveillance, a 
human operator often needs to split his/her cognitive 
load between center of attentions (e.g., a person/object 
of interest) and peripheral awareness (e.g., a large 
background). Our system is designed to ease this 
cognitive load: high resolution foreground sufficient for 
center of attentions and low resolution background 
adequate for peripheral awareness.  

Our contributions are two folds: (1) enabling 
interactive capture and display of high-resolution 
region-of-interest for center of attention while providing 
a low-resolution background for peripheral awareness, 
and (2) balance the requirement between capture and 
display resolution and system cost. 

The remainder of this paper is organized as follows. 
Section 2 describes related work. Section 3 presents 
design and implementation of our multi-resolution 
monitor system. Section 4 discusses evaluation of our 
system through user studies. Section 5 draws conclusion 
and future work. 
 

2. RELATED WORK 
 
In the following, we first give a review on previous 
monitor systems, which are the target application of the 
proposed system, and then followed by related 
researches on the multi-resolution input and output 
systems. 
 
2.1.Monitor System 
 
Monitoring-type tasks usually use static or pan-tile-
zoom camera to watch a scene. These camera views are 
tiling up or are presented in a split screen, which is hard 
for the viewers to preserve and organize the spatial 
relationships between the camera views. For example, it 
is common to see more than ten or hundred of camera 
views tiled in a surveillance center. Although several 
guarders concentrating on monitoring task are probably 
missing track of a moving target, especially when the 
target is crossing from one camera view into another. 
Another surveillance system that integrates a wide angle 
camera with a PTZ camera is more flexible to use, 
because the guarder can control the PTZ camera by 
simply pointing on the wide angle camera view. The 
system is cost effective from which only two cameras 
are required to cover a large scene. However, the two 
camera views are usually presented separately on two 
display screens or on two disjoint regions of single 

screen. Figure 1 shows the type of surveillance system 
set in our laboratory. The system visualizes input 
streams in an overview+detail concept proposed in [8, 
14]. Once a target shows up, the guarder has to switch 
between two screens, tracking in one screen and seeing 
detail in another screen. If the target keeps moving, the 
guarder is tend to lose the target during transition from 
the overall view to the detailed view and vice versa. 
This is due to when the users point on the target on the 
overall view; they assume the target will present on the 
center of the detailed view. Once lost, the users start a 
full search on the detailed view. Otherwise when 
transferring back from the detailed view to the overall 
view, they assume that the target remains appeared 
nearby last showup, or do full search. 

 

 
L-3 GSI [1] presented an immersive video surveillance 
system that combines the 3D model of the monitored 
environment and a number of cameras settled in the 
environment. The camera poses and camera coordinates 
are calibrated to the 3D model. They demonstrate 
monitoring the environment by navigating in the virtual 
world. Camera views are presented as a textured boards 
standing in the virtual world. Their approach gives 
strong connections among the cameras and the world. 
However, building such a surveillance environment 
requires tedious cost and effort. 
 
2.2.Multi-Resolution Output Display 
 
Utilizing multi-resolution concept on displaying 
technique, S. Feiner and A. Shamash [4] tried to 
improve 2D window management by introducing hybrid 
user interface, which combines high/low resolution 
display and interaction technologies that permit the user 
to see and interact with both. Their implementation 
includes a head mounted display to present the low 
resolution surround and a flat-panel display as the high 
resolution area fixed in front of the user. The user’s 
head is tracked to determine what part of the world to 
display, depending on where the user is looking. This 
makes the head mounted display to present the full 
window desktop, while the flat plane display acts as a 
window on a large surround within which the user and 
the high-resolution display reside. 
P. Baudisch et al. [10, 12] proposed Focus Plus Context 
Screens, a multi-resolution display to simultaneously 

Figure 1. A commercial surveillance system uses the 
overview+detail interface. (the left is a contextual 
overview of a scene, and the right is a detailed view) 



display focus and context information. Their work helps 
the user accesses overview information while working 
on details. Their multi-resolution display is built by 
seamlessly integrating a LCD in the center with a 
customized projection surface surrounding it. 

The two woks provide prototypes of multi-
resolution display by integrating different units as 
high/low resolution displays. However, these works 
make the high resolution area fixed in front of the user. 
In other words, the user is limited not to move his/her 
eyes and still can perceive high resolution display area. 
Other researches [5, 8, 11, 15] related to multi-
resolution display include software-based approaches 
that design zooming interface for navigation in 
multiscale documents /maps under a resolution 
limitation of the display screen. These approaches try to 
gain resolution on portions of a large document by 
introducing different zoom strategies for presenting 
levels of details of the document/map. 
 
2.3.Multi-Resolution Input Channel 
 
The multi-resolution input channel is commonly used in 
a surveillance system. As mentioned on the study of 
monitor system, the surveillance systems that integrate a 
wide angle camera and a PTZ camera have benefits both 
on its flexibility and the cost. However, these systems 
present two levels of inputs on separate output display 
screens or by one display screen divided by one 
boundary, so that the users have to switch between 
display regions. Since the two regions are for different 
meanings of inputs from cameras, the users switch not 
only waving their heads, but changing their metals. 

Our multi-resolution system simultaneously 
presents both the overall and detailed views which are 
seamless form a large videoconference on the wall. Our 
system naturally connects meanings of two camera 
views, as well as strengthens the spatial relationship 
between them. 
 

3. SYSTEM DESIGN AND IMPLEMENTATION 
 
Figure 2 illustrates the design of the proposed 
interactive multi-resolution monitoring system, which 
consists of the two main components: one is a multi-
resolution input channel composing of a wide-angle 
camera and a PTZ camera, and the other is a multi-
resolution output display composing of a fixed projector 
and a steerable projector. 

To provide a high quality integration of two 
components, the system addresses two problems. First, 
the spatial relationship between the wide-angle camera 
and the PTZ camera is required to stitch two video 
sources into a multi-resolution input. Second, the spatial 
relationship among the fixed projector, the steerable 
projector, and the display wall is required to provide a 
seamlessly large-scale, multi-resolution output display. 

These critical issues are described in more details in the 
following sections. 

 

 

 
 

3.1.Transformation Calibration of Multi-Resolution 
Input 

 
The multi-resolution input devices are shown in Figure 
3. To seamlessly stitch two camera views, the 
transformation between them is needed. In practice, 2D 
homography between two cameras can be computed to 
accomplish this task if images are taken from the same 
center of projection. Unfortunately, the closely mounted 
wide-angle and PTZ cameras do not share single camera 
origin in which it is impossible to find a perfect 
homography. Note that the pose and zoom changes of 
the PTZ camera make this task much more difficult.  

In this section, we proposed a novel and feasible 
approach. In the calibration phase, the cameras are 
placed to face a large planar wall for satisfying the 
homography assumption. Without losing the accuracy 
of the calibration, all possible pose and zoom changes 
of the PTZ camera are randomly sampled. 
Homographies between the sampled PTZ camera poses 
and the wide-angle camera are determined. To further 
improve the accuracy, the lens distortion of the wide-
angle camera is removed with the use of the calibration 
tool based on OpenCV but with better corner detection 
released by V. Vladimir [2] for wide angle camera 
image. Regarding the camera calibration techniques, 
readers can refer to the paper [6]. All homographies 
between the sampled PTZ camera poses and the wide-
angle camera are stored in a lookup table.  
In the monitoring phase, once a dedicated point in the 
wide-angle camera is specified, the best pose of the PTZ 
camera is generated automatically and a 

homography,
ptz
wideH , that best covers the observed scene 

is fetched from the table in real time. 

Figure 2. System design. 



 

 
 
3.2.Transformation Calibration of Multi-Resolution 
Output  
 
The multi-resolution output devices are shown in Figure 
4. Our output system currently consists of three 
stationary projectors which are to cooperatively provide 
a large display on a wall, and a steerable projector 
which is to provide high resolution display of a sub-
region on the wall. As the three fixed projectors are 
properly calibrated with respect to the wall surface, 
these fixed projects can be treated as a fixed projector 
without violating the assumption of a fixed projector. In 
the rest of the paper, the fixed projector represents both 
a fixed projector and the multiple calibrated fixed 
projectors. More details about calibration of multiple 
projectors can be found in our previous work [16]. 

 
By determining the spatial transformation between 

the fixed projector and the wall surface, we can have 
large correct display coverage on the wall surface [16]. 
In order to overlay the projection of the steerable 
projector onto the display wall, the projected images 
from both the fixed projector and the steerable projector 
must be matched perfectly on the display wall in which 
the spatial relationship between the steerable projector 
and the fixed projector is critical. In other words, 
homographies between the steerable projector and the 
fixed projector must be estimated correctly. To 
automate this calibration process, another PTZ camera 
is used during the calibration phase. First, the fixed 
projector projects a grid pattern as shown in Figure 6 
and then the camera captures this grid pattern for 

computing the homography between the PTZ camera 
and the fixed projector. Next, the steerable projector 
displays another grid pattern. The same process is 
carried out to find the homography between the PTZ 
camera and the steerable projector. Finally, the 
homography between the steerable projector and the 
fixed projector is determined by integrating these two 
homographies. For techniques about the projector 
calibration, reader can refer to [9]. 

 
3.3.Integration of Multi-Resolution Input and 
Output 
 
Upon completion of the calibration of the input and 
output systems, we now describe the procedures to 
integrate these two components. First, two images, Iwide, 
Iptz, from the wide-angle camera and the PTZ camera 
are captured. The Iwide is further calibrated to remove the 
lens distortion, notated as Iwide-dlens. Next, the 

homography
ptz
wideH , which is determined in calibration 

phase, is applied on Iptz, transforming Iptz into the 
coordinate system of the wide-angle camera, notated as 
Iptz-wide. The two images, Iwide-dlens and Iptz-wide, are sent to 
the fixed projector and the steerable projector, 
respectively. Lastly, the fixed projector applied the 

homography 
1−fixed

surfH
 on Iwide-dlens to display an 

undistorted image on the wall surface. The steerable 

projector first multiplies Iptz-wide with
fixed

steerH , 
transforming the image to the coordinate system of the 
steerable projector’s frame buffer. The transformed 

image is then multiplied with 
1−steer

surfH
, which removes 

the distortion of the steerable projector with respect to 
the wall surface. Figure 5 illustrates the integration 
process and Figure 6 presents the result after applying 
the integration process. 

 
Figure 5. This flow chart illustrates the integration 
process of the multi-resolution input and output devices. 
 

Figure 4. The multi-resolution output devices. 
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Figure 3. The multi-resolution input components. 
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Figure 6. A multi-resolution presentation of multi-
resolution input projected on the display wall. 
 

To reduce the computational power while 
minimizing the loss of image quality during 
transforming, we concatenate homographies into one 
transformation for two transforming flow. Therefore, 
only one re-sampling operation is applied to the image 
sources before projected. 

Note that the users are allowed to indicate an 
interesting target on the display wall by using a mouse 
cursor in our current implementation. A more nature 
way to interact with the system, a direct pointing using 
laser pointer, is in progress. 
 

4. APPLICATION DEMONSTRATION – CARE 
WALL 

 
We have applied our multi-resolution monitor system to 
a healthcare application called Care-wall. The 
motivation for the Care-wall is to enable remote family 
members to closely monitor and attend to physical and 
mental well-beings of their elders. The goal of the Care-
wall is to support face-to-face like care between 
caregivers and their remote care-receivers. Care-wall 
hopes to create a digital illusion that two physically-
disjoint spaces are intercon-nected together. In the 
following, we demonstrate a sample scenario of 
utilizing the Care-wall. 

A grandfather and a grandson are living in two 
physically-disjoint spaces. One day is the grandson’s 
birthday. A birthday party is held in the living room of 
the grandson’s home. Unfortunately, grandpa cannot 
physically attend this birthday party. When the party 
starts, the grandpa joins this birthday party in front of 
the Care-wall, where the wall is virtually connected to 
the grandson’s remote living room. Through the Care-
wall, the grandpa can enjoy the birthday party in which 
children are happily playing around. The grandpa 
sequentially points to each child, and the Care-wall 
interactively brings an enhancement in video resolution 
on a specified target. The grandpa soon finds the 
grandson and sees a big smile on his face. Figure 7 
shows an illusion of this sample scenario. 
 

Figure 7. This figure illustrates the scenario of Care 
Wall. 

 
5. USER STUDY (DISCUSSION) 

 
In the performance study, we compared our system with 
a commercial surveillance system having multi-
resolution input from a wide angle camera and a PTZ 
camera as well. The reference system follows the 
overview+detail interface, henceforth called “o+d 
display”, to present two input steams onto two separate 
LCD screens placed side by side.  The left LCD screen 
displays the overview, and the right screen displays the 
detailed view. Each LCD screen is 15-inch in size and 
has a resolution of 1,024 x 768.  The subjects click on 
any specific region on the overview in the left display to 
obtain the corresponding detailed view of the selected 
region in the right display. In both systems, the subjects 
use mouse to issue pointing operation. 
 
5.1.Test Design 
 
We designed two tests that simulate respectively two 
common events during a monitoring task. The first 
required each subject to read the word carried by a 
moving target at various speeds. The second test 
required each subject to perform a similar task.  
However, multiple targets are allowed to appear during 
a test. The two tests are aimed at a quantitative 
evaluation of the two systems in performing monitoring 
tasks. 

 
5.1.1.Evaluation on single moving target 
One of the tasks that commonly happened in real world 
monitoring is tracking a moving target. For example, in 
a transportation station, a security guard monitors the 
station in the surveillance center. Whenever a robbery 
takes place, the guard must keep track of the robber and 
try to take a clear shot of the robber before his/her 
escaping the station.  

To simulate the event, the evaluation program 
generates a moving circle as a target per task. Each 
circle carries a word inside. The subject is instructed to 
catch up with the moving circle and read the word out 
aloud. Due to the limitation of the displays’ resolution, 
the word is only legible in high resolution.  In other 
words, in our system, the word is only readable within 



the high resolution region of the multi-resolution 
display wall, while in the o+d display, it is only 
readable on the detailed view screen.  

In this test, we specify three levels of speed for the 
moving target, which is defined by the number of pixels 
a moving circle could traverse within a second. Speed 
levels are set at 300, 400 and 500 pixels respectively. 
For each speed level, we required the subject to finish 
ten tasks. The subjects were instructed to finish the 
tasks as quickly as possible. Subjects were given written 
instructions describing the test procedure and the basic 
operations of the two interfaces. Before starting a test, a 
subject is given a practice round of 3 tasks. The practice 
time is not included in the evaluation result. 

 
5.1.2.Evaluation on concurrent moving targets 
The second test is to handle multiple targets entering the 
monitoring scene concurrently. This test is intended to 
simulate the following situation. When the security 
guard focuses on a current event, he might miss the 
other events that happen around the same time. The 
ability to concentrate locally while perceiving the global 
scene is important. For example, in a healthcare 
scenario, the caregiver may provide care to multiple 
remote healthcare receivers. Any lost of incoming 
information could result in a serious outcome.  

In this test, we control the maximum number of tasks 
to exist concurrently as an evaluation parameter in a test 
round. As is different from the previous test, each target 
will disappear in a pre-defined time (e.g. 5 seconds in 
the current experiment). Subjects are instructed to read 
the words before the targets expire.  At the start of any 
test, one new target enters the screen per second till the 
maximum number of tasks has reached.  Each test is 
done at the maximum level of 2, 3 and 5 moving targets. 
For each level, a total of 20 targets will enter the screen.  
The performance is measured by calculating the miss 
rate, which is the percentage a subject failed to track the 
word. Before a real test, subjects were given written 
instructions describing the test procedure and went 
through a simple practice. 
 
5.2.Subjects 
 
The subjects are mainly recruited from members of 
various laboratories in the computer science department 
building. A total of five subjects participated in the user 
study. All are computer science majors, specializing in 
different research topics. None is in the field of user 
interface. 
 
5.3.Results  
 
Figure 9 plots the average time (in seconds) used with 
respect to different speed levels of a single moving 
target. The results show that the Fovea Display 
outperforms the o+d Display. On average, the Fovea 
Display saves 45.9% of time in the first speed level, 

26.14% in the second level, and 17.4% in the fastest 
level. This is likely due to the fact that the o+d display 
shows the overall and detailed views in two separate 
screens. Subjects had to click in the overall view to 
capture a moving circle and then to decipher the text 
inside the corresponding circle in the detailed view. 
During the test process, a subject often had to turn 
his/her head in order to complete the tasks; the physical 
movement might result in a loss of target in the detailed 
view as the speed goes up. Besides, switching between 
two screens with different resolution might increase the 
cognition overhead of subjects. In comparison, the 
proposed Fovea Display integrates multi-resolution 
views within a single display, which should be more 
nature for subjects to catch an interesting target. 
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Figure 9. Average Time in the Single Moving Target 
Task 

Figure 10 plots the target miss rate (in percentage) 
with respect to max number of tasks to appear on screen 
at the same time. Results show that the miss rate in the 
Fovea Display test rises slower than the o+d dispaly. 
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Figure 10. Averaged miss rate of tasks in the 

multiple moving target task.  
 
6. CONCLUSION AND FUTURE WORK 
 
In this paper, we proposed an interactive multi-
resolution monitor system, which is composed of a 
multi-resolution input channel and output display, to 
provide an intuitive user interface for monitoring task. 
With the moving capability both on the input and output 
system, the proposed integration attends two 



achievements. First, the system provides the users to 
interactively catch an interesting target without loss of 
global information. Second, the system balances the 
requirement between resolution and cost of building a 
wall size, high resolution monitor system. Based on the 
system, we developed a care wall to demonstrate a 
sample use of the system in the healthcare domain. 
Other applications related to monitoring task are with 
high potential to profit from the interactive multi-
resolution monitor system. 

In the current implementation, we approximate the 
transformation between the wide angle camera and the 
PTZ camera by estimating homographies between them, 
which might produce artifacts. This is due to the two 
cameras not sharing the same camera origin and also the 
monitoring task of an environment is not simply a 
planar case.  A nonlinear transformation might 
compensate the misalignment or a special mechanism 
that places two camera origins closer could provide 
possible solutions. Also, we will implement a laser 
pointer detector to provide direct pointing, so that the 
user can guide the high resolution region (involves 
moving the steerable projector and the PTZ camera) 
more intuitively. 

Besides, the interactive multi-resolution monitor 
system is with potential for face-to-face like care 
between caregivers and their remote care-receivers. 
Introducing advanced interactive techniques which 
support direct or indirect interactions to the two 
physically disjoint spaces would be interesting. 
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