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Disambiguating Stereoscopic Transparency
using a Thaumatrope Approach

Yan-Jen Su and Yung-Yu Chuang, Member, IEEE

Abstract—Volume rendering is a popular visualization technique for scientific computing and medical imaging. By assigning proper
transparency, it allows us to see more information inside the volume. However, because volume rendering projects complex 3D
structures into the 2D domain, the resultant visualization often suffers from ambiguity and its spatial relationship could be difficult to
recognize correctly, especially when the scene or setting is highly transparent. Stereoscopic displays are not the rescue to the problem
even though they add an additional dimension which seems helpful for resolving the ambiguity. This paper proposes a thaumatrope
method to enhance 3D understanding with stereoscopic transparency for volume rendering. Our method first generates an additional
cue with less spatial ambiguity by using a high opacity setting. To avoid cluttering the actual content, we only select its prominent
feature for displaying. By alternating the actual content and the selected feature quickly, the viewer only perceives a whole volume
while its spatial understanding has been enhanced. A user study was performed to compare the proposed method with the original
stereoscopic volume rendering and the static combination of the actual content and the selected feature using a 3D display. Results
show that the proposed thaumatrope approach provides better spatial understanding than compared approaches.

Index Terms—Stereoscopic perception, stereoscopic display, volume rendering.
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1 INTRODUCTION

Volume rendering is a widely used visualization technique for
scientific computing and medical imaging. A volume renderer
usually takes as input a user-defined transfer function, and
many 2D slices of image data, each cut into a voxel grid to
present a 3D volume. Every voxel is assigned a corresponding
color and opacity value. For each ray cast from the viewing
plane, the colors and opacity values of the voxels along the
ray are integrated into the pixel value of the image plane. By
modifying opacity values in the transfer function, users can
achieve rendering results that resemble X-ray images. With
a high opacity setting, the integration is composed of only
the front-most layers, and surfaces in the final image look
more opaque. On the other hand, a low opacity setting allows
rays to pass through more layers and brings up more structure
hidden by front materials. It allows the viewer to see more of
the interior structure. However, because this kind of volume
rendering projects complex 3D structures into a 2D image,
increased transparency also increases ambiguity. Although
many improvements have been proposed, researchers argued
that static volume rendering is still highly ambiguous even in
simple cases [1].

A stereoscopic display can help remedy the problem, as
it conveys depth perception to the human visual system.
Stereoscopic displays are made based on the principle of
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binocular vision. In binocular vision, different views received
by two eyes allow the brain to create more depth cues and
resolves many of the ambiguities in single image projec-
tions. However, a recent study showed that, for MRI and
CT data, stereoscopic displays have not clearly demonstrated
their effectiveness on helping understand spatial relationship
among objects [2]. It suggested that in translucent volume
rendering, both the underlying and overlying structures are
visible and fewer depth cues are available, making it more
difficult to perceive 3D structure and shape. Similar observa-
tions on stereoscopic transparency have been made outside the
medical domain. Akerstrom and Todd reported that (1) the 3D
structure of overlapping transparent surfaces are significantly
more difficult to perceive than opaque surfaces and (2) the
perception of transparency is impaired by increased depth
differences between overlaid surfaces or by increased density
of elements [3]. Tsirlin et al. [4] further evaluated the degree
of ambiguity. They concluded that the increase in the number
of overlapping transparent layers has a detrimental effect on
3D perception and observers are only capable of separating
up to six overlapping surfaces.

For stereoscopic displays, Saye and Frisby [5] showed that
monocularly conspicuous features are useful for viewers to
fuse large disparity images. Moreover, Tyler and Kontse-
vich [6] attempted to enhance the perception of stereoscopic
transparency based on the stereoattention theory. They demon-
strated that the ambiguity of stereoscopic transparency can
be alleviated by presenting an attentional cue before showing
the actual content to prime the viewing focus. Inspired by
their study, for improving spatial understanding, we generate
an additional cue which removes the underlying structures
by rendering the volume data with a high opacity setting.
To avoid cluttering the actual content, we only select its
prominent feature as the selected feature. The selected feature
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Fig. 1. The proposed thaumatrope approach. (a) The visualization of the Frog dataset produced by volume
rendering. Because 3D information is projected onto a 2D image, the real structures are often ambiguous and easily
misinterpreted. (Only the left view is shown here.) (b) With a high opacity setting, outer surfaces are enhanced and
most underlying structures are removed. Viewers often can better understand spatial relations of such a scene. We
can use it as an additional cue to supply spatial information. (c) To avoid cluttering the actual content, we only select
prominent feature of the additional cue. We call it the selected feature. (d) Our algorithm quickly flips between the
(adjusted) actual content and the selected feature. When displayed on a stereoscopic display, the proposed method
enhances spatial understanding with stereoscopic transparency.

is then temporally interleaved with the actual stereoscopic
content (volume rendering with the normal opacity setting).
We call this the thaumatrope approach because it shares the
same principle with the thaumatrope. A thaumatrope is a toy
which flips between two pictures quickly so that they appear
to combine into a single image. A famous example, The Bird
in a Cage, has a bird drawn on one side of a smaller circular
disk of paper suspended between pieces of string, and the cage
on the other side. When twirling the paper disk, the viewer
sees a bird in a cage. This mechanism is used to temporally
fuse the actual content and the selected feature. While the
selected feature does not overly occlude the actual content,
views are primed by the extra information and viewers could
have better spatial understanding of the original volume data.
Since the two different images are flipped at a sufficiently
high frequency, the viewer is not consciously aware of the
additional selected feature but her 3D perception of the content
is enhanced.

Figure 1 demonstrates the idea of the proposed algorithm.
Figure 1(a) shows the original visualization, the actual content
we would like viewers to see. Figure 1(b) shows the additional
cue generated by a high opacity setting. It exhibits less
information within the volume but better spatial perception. To
avoid cluttering the actual content, we generate the selected
feature by only emphasizing the surface features (areas with
high intensity gradients) as shown in Figure 1(c). Although
only partially visible, volume completion helps build suffi-
cient scene perception. Figure 1(d) demonstrates the proposed
thaumatrope approach which creates interlaced images of the
actual content and the selected feature and quickly flips them
for both the left and right views. Primed by the spatial cues
supplied by the selected feature, viewers have better spatial
understanding of the actual content. Our method has the
following advantages.

• It enhances depth understanding of stereoscopic volume
rendering with transparency. A user study shows that our
method improves the ratio of correct depth recognition.

• It is independent of visualization methods. The additional
cue is generated by scaling the opacity setting of transfer
functions as a simple change of parameters. Thus, the
proposed method can be used with any direct volume
rendering method.

• It works on normal stereoscopic 3D displays and no
additional hardware is required. Although the proposed
thaumatrope approach needs to flip images quickly, a
display with a refresh rate of 60Hz is sufficient to create
flicker-free results.

The rest of this paper is organized as follows. In Section
2, we discuss the related work on improving the quality of
volume visualization. In Section 3, we describe our algorithm
in details. Section 4 presents the comparisons and user study
of the proposed method. Finally, in Section 5, we conclude
the paper and describe future work.

2 RELATED WORK

The enhancement methods for volume visualization can be
divided into two categories: software methods and hardware
methods. The software methods either utilize better visualiza-
tion algorithms or require extra user effort for obtaining better
classification. On the other hand, hardware methods improve
results at the expense of requiring additional or specialized
devices. We discuss both types in the following.

2.1 Software methods
In the field of physically based rendering, Rushmeier et al. [7]
used the zone finite element method to calculate isotropic
scattering in participating media for more realistic rendering.
Based on photon mapping, Jensen et al. [8] presented a more
efficient method that emits photons in the first pass and gathers
the final result by adaptive ray marching in the second pass.
This method however requires more memory to store the pho-
tons with additional light and transport information. To address
this issue, Qiu et al. [9] divided a volume into lattices and
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constrained the movement of photons. Their method alleviates
the memory requirement, but at the same time degrades the
quality of visualization. Our method is independent of these
methods and can be used along with them.

Our rendering method is derived from simplified luminance
models based on visual perception. Metelli [10] summarized
important characteristics for perceiving the shape of a trans-
parent surface. Fleming et al. [11] showed that lighting and
shadows are very important factors for transparency percep-
tion. Halle et al. [12] demonstrated the influence of lighting
on visualization and suggested a multiple light approach.
Lee et al. [13] proposed a local lighting method that enhances
the auto-partition results by different lights. On the other hand,
the shadow effect was applied to improve comprehensibility of
volumetric data by Stewart [14]. For efficiently generating ac-
curate shadows, a global shading model has been proposed by
Schott et al. [15] and later improved by Solteszova et al. [16].
There are some other perception-based transparency visualiza-
tion approaches, such as shape-from-texture [17] and shape-
from-motion [18]. Chan et al. [19] considered the effects of
different visual cues and proposed an algorithm to utilize
them by finding an optimal combination. Finally, based on
quantitative perception models, Zheng et al. [20] proposed an
automatic approach to enhance the depth-ordering perception
of volume by optimizing rendering parameters.

The choice of transfer functions is independent of un-
derlying rendering methods and has significant impact on
visual perception. Kindlmann et al. [21] described a multi-
dimensional approach to refine the classification results and
to enhance the boundary structure between different materials.
Using multi-dimensional transfer functions, Kniss et al. [22]
further built an interactive system that allows users to probe
in the data space and assign suitable transfer functions. Many
features, such as curvatures [23], sizes [24] and visibility [25],
have been proposed for better classification. Our method gen-
erates additional cues by employing transfer functions made
easy and efficient by these methods.

Although not aiming at improving volume visualization,
Peterson et al. [26] has also worked on reducing ambiguity
for stereoscopic displays. Their paper presented a technique to
manage visual clutter caused by overlapping labels in complex
information displays. They showed that careful selection of
disparity differences can be useful for declutter of several
visually overlapping planes with texts using stereoscopic dis-
plays. Both their paper and ours aim at resolving ambiguity
for stereoscopic displays. However, we deal with transparency
in volume rendering while they worked on declutter for
information displays.

2.2 Hardware methods

Volumetric and stereoscopic 3D displays can improve volu-
metric rendering results, as both types provide more depth
cues than commonplace 2D displays. For volumetric displays,
Maeda et al. [27] proposed an all-around viewing system
that spins a flat display and shows the corresponding view
depending on the viewer’s position. Agocs et al. [28] utilized
a holographic screen to modulate the signals generated from

a specially arranged array of projectors to construct a large
scale display. Cossairt et al. [29] built a commercial volumetric
display by applying a swept-volume method to rapidly show
2D slices of volume data and used a horizontal-limited pro-
jection plane to preserve the occlusion effect. Jones et al. [30]
developed a novel projection algorithm collaborated with
an anisotropic holographic mirror to achieve better viewing
quality for volumetric displays. Barnum et al. [31] used water
drops as wide-angle lens to reflect the signal from controlled
projectors and Wetzstein et al. [32] provided a tomographic
approach implemented by attenuation layers to recreate a 4D
light field. In general, volumetric displays provide solutions
to accommodation mismatch and also support wide fields of
view [33]. However, they are more expensive and not as
popular as flat stereoscopic displays.

This paper proposes a method for enhancing 3D perception
of volume rendering on stereoscopic displays. Stereoscopic 3D
displays have become popular commodity hardware, due to the
success of commercial 3D movies. They can convey very good
3D perception, but also tend to suffer from the problem of
convergence and accommodation mismatch. Akeley et al. [34]
discussed the incorrect focus problem of typical stereoscopic
displays and created a prototype to support multiple focal
distances for a fixed viewpoint. Liu et al. [35] implemented
a multi-focus system on a head-mounted display to alleviate
the viewpoint limitations. Improving rendering quality is an-
other popular research direction. Damera-Venkata et al. [36]
combined multiple projectors to enhance the display reso-
lution. Berthouzoz et al. [37] recently proposed a method
with the similar goal by vibrating displays. As reported by
Berthouzoz et al., the brightness and refresh rates are main
issues for the fusion of multiple images. Our solution also
considers these issues carefully as discussed later.

3 THAUMATROPE APPROACH

Figure 2 demonstrates the flowchart of the proposed thau-
matrope approach. This algorithm consists of three main
components. First, the additional cue is generated by volume
rendering with a high opacity setting. Next, the visual adjust-
ment procedure adjusts for both the actual content and the
additional cue such that (1) the selected additional cue does
not have too much content so that it will not clutter the actual
content and (2) the brightness of the blended image is close
to the original one. Finally, an interlace fusion process is used
to combine these images for flicker-free results on a 60Hz
stereoscopic display. The details are described in the following
sections.

3.1 The additional cue
In their study of stereoattention [6], Tyler and Kontsevich sug-
gested that one effective way to enhance the discriminability
of two random-dot planes with sinusoidal corrugation is to
present a cue plane before showing the actual images. Their
experiments showed that, when the cue is close to the test
image, the discriminability is dramatically improved. Inspired
by their study, we seek to add an additional cue for enhancing
spatial understanding. We consider two properties for the
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Fig. 2. The flowchart of the proposed thaumatrope approach. The actual content and the additional cue are produced
from volume rendering. First, the additional cue is tuned to suitable visibility by masking only features and dimming
the image. We refer the tuned additional cue as the selected feature. Next, both the actual content and the selected
feature are adjusted by luminance mapping to compensate for the luminance differences caused by the dimmed
selected feature. Finally, an interlace fusion process is used to combine these images for flicker-free results.

additional cue: (1) it should be consistent with the scene; and
(2) it is better to contain less stereoscopic ambiguity.

There are many different ways of generating an additional
cue. One could, for example, only render a partial scene,
after chopping off everything at a certain distance from the
image plane, or truncate integration of volume rendering like
in the peeling approach proposed by Chirstof et al. [38].
Our experiments found that opacity scaling gives the best
results. We conjecture that it is because it maintains the most
coherence in the scene, thus keeping viewing comfort for
stereoscopy, while improving perception.

We employ ray casting with emission and absorption for
volume rendering. The following numerical integration along
a ray is calculated for each pixel.

I =
bD/∆dc

∑
i=0

(
ci

i−1

∏
j=0

(1−α j)

)
, (1)

where ∆d is a very small ray marching distance that approxi-
mates the calculation as the Riemann sum of all segments, i.e.,
samples are taken uniformly along the ray with the sample
interval ∆d. D is the distance of the furthest intersection
of the ray and the volume; Ci is the color of i-th sample
and α j represents the opacity values of the j-th sample.
Equation 1 accumulates contributions of all samples along the
ray. Each sample’s contribution Ci needs to account for the
attenuation of all voxels in front of it which is estimated by
multiplying their transparency values 1−α j. Equation 1 can
be efficiently calculated by performing linear interpolation on
values retrieved from a pre-integrated table.

As mentioned, we decided to generate the additional cue
with opacity scaling so that the 3D structure is easier to
recognize. This can be achieved by scaling the opacity values
with a scale factor β . Figure 3 shows the effects of scaling
opacity values of the transfer function for the Engine dataset.
Figure 3(a) is the volume rendering with the original opacity
(β = 1). A higher opacity setting hides more of the interior
structure, reducing information clutter, and thereby alleviating
stereoscopic transparency ambiguity. Figure 3(b) shows the

scene with 2× opacity (β = 2).
The factor β can be specified by users. However, since

scenes have very different opacity properties, it requires trial
and error to find a proper β . To simplify the task, we make
the parameter selection more intuitive. Instead of specifying
β directly, we ask users to specify a parameter that is related
to the ray attenuation factor. We call it penetration η . For a
scene with penetration η , we want that, on average, a ray
travels the distance η ×w within the volume before being
completely attenuated, where w is the width of the volume.
Voxels further away than that are almost entirely occluded by
those in front. For example, if η = 10%, we can only see
layers whose distance to the outmost surface is smaller than
0.1×w. We relate the penetration η to the scaling factor β

in the following manner. Assuming that all voxels have the
same average opacity α , we want that after travelling ηw
within the volume, the ray’s remaining transmittance is a very
small number ε . Using Monte Carlo method for estimating
accumulated transmittance, we have

(1−α)n ≈ ε, (2)

where n =
⌊

ηw
∆d

⌋
is the number of samples within the given

penetration depth. Thus, the target opacity value α̂ would
be 1− ε1/n. The scaling factor is set as β = α̂/ᾱ where ᾱ

is the average opacity value of the volume. In our current
implementation, we let ε = 10−6. Figure 3(c) and (d) show
the scene with η = 10% and η = 2% respectively. Our users
found that adjusting penetration η is more intuitive than
the scaling factor. In all examples, we used η = 2% to
generate the additional cues. Note that, even with different
overall transparency settings, opacity scaling preserves good
coherence with the actual content.

3.2 Visual adjustment
The process of visual adjustment aims to achieve two goals.
First, the strength of the additional cue should convey enough
information to enhance spatial perception, while at the same
time, it should not clutter or otherwise distort the original
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(a) original opacity (b) 2× opacity

(c) η = 10% (d) η = 2%

Fig. 3. Rendering results with different opacity scaling
factors and penetration ratios. (a) shows the scene with
the original opacity (β = 1). (b) shows the results with
2× opacity (β = 2). (c) and (d) show the rendering with
10% and 2% penetration respectively. As the opacity
increases (either with a higher scaling factor β or smaller
η), the front surfaces are clearer and ambiguity is re-
duced. Note that the coherence provided by opacity scal-
ing makes it suitable for generating additional cues. We
used η = 2% throughout the paper.

image. Thus, we have to select only important features and
tweak the additional cue’s intensity in order to enhance spatial
perception without cluttering or overshadowing the original
image. Second, since the selected feature is relatively dark, and
occupies half of the temporal domain, the resulting interleaved
image is also perceived as darker. We employ luminance
mapping to compensate for the overall loss of intensity.

3.2.1 Feature masking
We found that an additional cue generated with opacity
scaling is too complex and causes visual clutter. We adjust
the additional cue by feature masking based on Tse’s volume
completion theory [39]. It states that the human visual system
is able to complete entire 3D enclosures, which are not
explicitly visible within a scene. Evidence also shows that
the completion is not due to cognitive inference, but rather
the automatic outputs of perceptual processing. Based on
the theory, we found that it is sufficient to strip everything
but prominent features from the image that represents the
additional cue. Figure 4(d) shows an example of the selected
feature. Our experiments show that seeing a stereoscopic pair
of the selected feature alone does allow users to perceive the
rendered volume. The results show that the volume completion
theory can be applied to stereoscopy.

(a) Additional cue (b) Gradient magnitude

(c) Scaling and smoothing (d) Selected feature

Fig. 4. Feature masking. Given the additional cue (a)
from Section 3.1, we obtain the gradients and calculate
their magnitudes (b). The magnitudes are enhanced and
a 7× 7 Gaussian filter with σ = 1.5 is applied to smooth
out the result to obtain a scale mask (c). We multiply
the additional cue with the mask to emphasize only the
features of the surface in the additional cue. Finally,
the product image is dimmed to match the intensity of
the actual content to generate the selected feature (d).
Experiments showed that the selected feature alone is
sufficient for viewers to build up a baseline shape while
not cluttering the actual content.

We explain the detailed steps of feature masking using
the example in Figure 4. Given the original additional cue
(Figure 4(a)), we first obtain the gradient magnitude for each
pixel (Figure 4(b)) as a measure of its prominence. Pixels
with high gradient magnitudes are those that we are interested
in, and those with small gradient magnitudes are removed.
Although simple, the measure proves effective. To reduce the
impact of noise and small features, we apply a Gaussian
filter to smooth out the gradient magnitude map. Also, the
map is scaled up by a scale factor Sen to form a scale mask
(Figure 4(c)). We multiply the additional cue with the mask
and scale the intensity to match that of the actual content.
The final product is the selected feature (Figure 4(d)). In all
examples, we used σ = 1.5 for the Gaussian filter and Sen = 10.

3.2.2 Luminance mapping
The proposed thaumatrope approach displays the selected fea-
ture in half of the displayed frames. Since all removed pixels
in the selected feature have been replaced with black pixels,
we need to make the actual content brighter to compensate
for the luminance difference. Note that we can make both the
actual content and the selected feature brighter at this stage. As
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long as the adjustments are consistent, the actual image will
not be cluttered by the selected feature. A naive way would
be to scale up the intensity by a constant larger than 1. This
however could oversaturate some areas if they are already very
bright. The problem is even more disturbing for stereoscopic
images as it could lead to intensity mismatch between two
views.

To avoid oversaturation, before scaling the intensity, we
must apply tone mapping. That compresses the intensity range
while retaining the visual appearance of the image. After
tone mapping, we can safely apply intensity scaling without
introducing oversaturation. For computational efficiency, we
modified the global operator of Reinhard et al. [40] for tone
mapping. It is applied to both, the actual image and the
selected feature separately, using the following computations.

I′ =
Skey

Īlog
I, (3)

Î =CB

I′+
I2

C2
white

I′+1
. (4)

Equation 3 is the initial mapping. The log-space intensity I is
normalized by the log-average luminance Īlog for the actual
content and then scaled by a user-specified scaling factor
Skey. Skey determines the overall brightness of the results. The
resultant intensity is then compressed by Equation 4, in which
we let Cwhite = 2.0 be the corresponding intensity of pure white
and CB = 1.5 for the scale-up factor. Because the ratio of
I/Cwhite is smaller than 1, this setting ensures the additional
scaling will not lead to oversaturation.

Figure 5 (a) and (b) show results of luminance mapping with
a low key (Skey = 0.1) and a high key (Skey = 0.6) respectively.
We used the medial value Skey = 0.25 for generating all results
in this paper as it generates a result closest to the original
image. Figure 5(c) shows the corresponding result.

3.3 Fusion
Once we have obtained the adjusted actual content and ad-
justed selected feature, the next step is to display them tem-
porally interleaved on a stereoscopic display. Didyk et al. [41]
reported that 40Hz is the safe frequency to avoid perceived
flicker in general cases. Since we need to display both the
selected feature and the actual content for one frame, we need
a refresh rate of 80Hz. However, most stereoscopic displays
only have at most 60Hz1. Thus, viewers could perceive flicker
if we alternate between the selected feature and the actual
content on stereoscopic displays. Fortunately, in addition to
increasing the refresh rate, there are other ways to reduce
flicker. Makela et al. [42] reported that the stimulus size is
another important factor to flicker sensitivity and flicker is
more perceivable in large uniform regions.

Based on the observation, we decompose the stereo images
for the actual content and selected feature by scanlines and

1. For some shutter-glass-based displays, although the displays can refresh
at 120Hz, its 3D refresh rate is still 60Hz. This is because it needs to display
both left and right views to complete a stereoscopic frame.

(a) Low key Skey = 0.1

(b) High key Skey = 0.6

(c) Default Skey = 0.25

Fig. 5. Examples of luminance mapping. Each subfigure
contains two images: The one on the left is the actual
content and the one on the right is the selected feature.
(a) and (b) show results of luminance mapping with a
low key and a high key respectively. (c) depicts the result
when rendered with the key that we used for all further
results in this paper.

spatially intersperse them to produce two images to be dis-
played temporally interleaved. To be more specific, for the
left view, we take 2/3 of scanlines from the left view of the
actual content and 1/3 of scanlines from the left view of the
selected feature as the first frame. The second frame, which
is the complement of the first frame, is obtained by taking the
selected feature’s remaining 2/3 scanlines and the rendered
image’s unseen 1/3 scanlines. The perceived left image is
the result of continuously temporally interleaving these two
frames in the left view. The right view is processed in the
same way. Figure 6 shows an example for one view. This
method disrupts the uniform regions of each image, thereby
avoiding flicker. Note that, since the method always selects
the same corresponding scanlines on both sides, it preserves
the disparity information for stereo matching.
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TABLE 1
Descriptions of the tested datasets, their resolutions and the rendering and processing

time for the thaumatrope approach.
Dataset Distribution Scene Scan Resolution Rendering(s) Processing(s)

(A/B) (A/B) (A/B)
Frog Whole frog project Figure 1/Figure 7(a) MRI 256×256×44 0.54/0.52 1.78/1.58
Engine General Electric Figure 5(c)/Figure 7(b) CT 256×256×128 0.68/0.72 1.80/1.70
Head The Chapel Hill test dataset Figure 7(c)/Figure 7(d) CT 256×256×113 1.00/0.96 3.16/2.54
Brain The Chapel Hill test dataset Figure 7(e)/Figure 7(f) MRI 256×256×109 0.76/0.76 2.02/2.85
Bonsai Stefan Roettger Figure 7(g)/Figure 7(h) CT 256×256×256 0.40/0.46 1.90/2.52
Chest Dept. of Radiology, Univ. of Iowa Figure 7(i)/Figure 7(j) CT 384×384×240 0.88/1.00 2.55/2.79

(a) The first frame (b) The second frame

Fig. 6. An example of interlace fusion. Given the adjusted
actual content and the adjusted selected feature, we take
2/3 scanlines from the left view of the actual content and
1/3 scanlines from the left view of the selected feature
as the first frame (a). The second frame (b) is obtained
from the selected feature’s remaining 2/3 scanlines and
the actual content’s unseen 1/3 scanlines.

4 USER STUDY

We performed a user study to verify the effectiveness of the
proposed approach on improving understanding with stereo-
scopic transparency. The stereoscopic volume rendering sys-
tem was implemented using OpenGL shading language and
accelerated by GPUs. For the user study, it was deployed on an
Asus G60JX laptop, equipped with a 1.6GHz Intel Core(TM)i7
Quad CPU, an NVIDIA GeForce GTS 360M GPU, a 120Hz
display of 1024× 768 resolution, and a shutter-glass-based
stereoscopic display with NVIDIA 3D vision solution. Our
system used a fixed interpupillary distance (IPD) for all users.
We did not adjust it because it is known that stereo perception
is robust to the deviation of the IPD.

Six sets of volume data were used in the experiments. Each
was used to generate two renderings with different settings,
making a total of twelve test scenes. We used sub-labels A
and B to denote the two settings. Table 1 summarizes the
datasets with their descriptions, resolutions and processing
time. Figure 1 and Figure 5 show the scenes Frog A and
Engine A respectively. Figure 7 shows the volume renderings
and selected feature of the other ten scenes. Note that CT
and MRI data were used in the user study. As reported by
Lundstrom et al. [43], even with sophisticate filtering schemes,
the gradient estimation for MRI data remains an error-prone
process. To deal with the issue, we adopted a gradient-free
lighting model [44] in our system.

The evaluation of visualization is very subjective and often
requires domain knowledge. In addition, the goal of the
proposed method is to enhance depth understanding of the
scene rather than the volume rendering method. Thus, we
designed two tests that are only related to stereoscopic quality
and spatial understanding but not visualization quality. We
compared the proposed thaumatrope method with two other
methods, the traditional method which shows only the actual
content on a 3D display and the static combination of the
actual content and the selected feature.

4.1 Comparison with the traditional method

Thirty-three subjects were invited to participate in the user
study. For each given scene, users were asked to rate its
stereoscopic quality and perform a depth judgment task. Note
that it could be biased to show the visualization results by both
methods to the same participant since he can often refine his
cognition of the 3D structure from the rendering shown first
and perform the task better for the one shown later. Thus, the
display order of results could introduce bias. Hence, for each
scene, a participant only saw one visualization, by either the
traditional method or the thaumatrope one, but not both. Each
participant saw half of scenes with the traditional visualization
method and the other half with the thaumatrope approach. The
results are tabulated and reported by datasets but not scenes
because the differences between datasets are more essential
than scene settings.

Stereoscopic quality. In this study, we asked participants to
score visualization results in terms of their stereoscopic quality
with a grade within the range [0, 5] in which 0 was the
worst and 5 is the best. Note that this is a subjective test and
there are many factors on the stereoscopic perception, such
as brightness, contour enhancement, visual fusion and so on.
The results are depicted in Figure 8. We used the two-tailed
t test to analyze users’ stereoscopic quality scores. The null
hypothesis was µtha = µtrd while the alternative hypothesis was
µtha 6= µtrd , where µtha and µtrd were the average grades of the
proposed thaumatrope approach and the traditional method.
Table 2 shows the statistics within 95% confidence level. It
shows that there was no significant difference between these
two methods and the grades heavily depended on the datasets.
The Bonsai dataset had a relatively lower probability for the
null hypothesis because of the classification errors caused by
the air. Although the proposed thaumatrope approach does not
show improvement in the subjective stereoscopic quality study,
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(a) Frog B (b) Engine B

(c) Head A (d) Head B

(e) Brain A (f) Brain B

(g) Bonsai A (h) Bonsai B

(i) Chest A (j) Chest B

Fig. 7. The datasets used in the user study (10 of 12 tested scenes are shown here). We only show the left views of
stereoscopic images. For each visualization result, the actual content is shown on the left and the (adjusted) selected
feature is shown on the right. All the results were created using the settings η = 2%, Sen = 10 and Skey = 0.25. The
green point and red point were used for the depth judgment study. Their distance in 3D space is smaller than 5% of
the width of the volume.
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Fig. 8. Comparison of stereoscopic quality with the
traditional method. In this subjective study, participants
were asked to score visualization results in terms of their
stereoscopic quality. For both methods, the mean score
for each scene is plotted.

TABLE 2
The results of the two-tailed t test on users’

stereoscopic quality scores for the
traditional method and our method.

Frog Engine Head Brain Bonsai Chest
trad 3.70 3.90 2.94 3.35 3.04 2.85
ours 3.67 3.84 3.09 3.47 2.69 2.89
t-value (T(64)) −0.12 −0.35 0.57 0.48 −1.36 0.15
p-value 0.90 0.73 0.57 0.63 0.18 0.88

we show that it did improve user’s depth understanding of the
scene in the next objective study.

Depth judgment. In the depth judgment test, for each dataset,
we embedded a red point and a green point into the volume.
The positions of these points were arbitrarily chosen by hand
without aligning to specific features of the volume data, but we
had their distance smaller than 5% of the width of the volume
to make the test more challenging. The pixels representing the
two points were fully opaque and their colors were set pure
red and green without shading so that they can be identified
easily.

Given a scene rendered with the thaumatrope approach or
the traditional method, a participant was asked to identify
which one is closer. We recorded users’ answers and measured
correctness as a ratio between the amount of correct answers
over total answers for each method on each dataset. The results
are depicted in Figure 9. The proposed thaumatrope approach
outperforms the traditional method in each dataset with up to
25%. The degree of improvement varies between the datasets.
We used the one-tailed t test to analyze the results. The null
hypothesis was µtha≤ µtrd while the alternative hypothesis was
µtha > µtrd . Table 3 reports the results within 95% confidence
level. In five of six datasets, the alternative hypothesis was
accepted, meaning that with the proposed approach, viewers
better understand the spatial structure of the volume data. The
Head dataset is the only dataset that our method does not show
significant improvement. The explanation is that, in Head A

Fig. 9. Comparison of depth judgment with the traditional
method. In this objective study, a red point and a green
point were embedded into the tested volumes. Partici-
pants were asked to point out which point is closer to
the viewer. The figure reports the correct rates for both
methods.

TABLE 3
The results of the one-tailed t test on

the depth judgment test for the
traditional method and our method.

Frog Engine Head Brain Bonsai Chest
t-value 1.81 1.71 0.99 1.83 1.71 2.21
p-value 0.04 0.05 0.16 0.04 0.05 0.02

(Figure 7(c)), the applied the plane cutting technique [45]
already provides very good spatial information. Thus, the gain
that our method can provide is limited. Note that the setting
of the cutting plane depends on how the user would like
to visualize the data and has nothing to do with the use
of stereoscopic displays and algorithms. For other datasets
applied with the plane cutting technique, Forg B, Brain A,
Brain B, and Chest A, the proposed method can still help.
Another thing to note is that, for some scenes, the correct rates
of the traditional method were even lower than 50%, worse
than random guesses. It means that users were significantly
misled in these datasets. We can conclude that, in the objective
depth judgment test, our method successfully enhances user’s
understanding of the scene geometry and spatial relationships.

4.2 Comparison with the static combination
In this section, we compare the proposed method with the
static combination obtained by adding the content and selected
feature. This comparison is designed to verify the effectiveness
of the proposed fusion approach which performs the spatially
and temporally interleaved rendering (Section 3.3). The same
tests and procedure described in Section 4.1 were used in this
comparison. Thirty subjects were invited to participate in the
user study.
Stereoscopic quality. Figure 10 shows the scores of both
methods on each scene in terms of stereoscopic quality. In this
subjective study, the static combination provides slightly better
perceptual scores than the thaumatrope approach in general.
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Fig. 10. Comparison of stereoscopic quality with the
static combination method.

TABLE 4
The one-tailed t test on the

stereoscopic quality for the static
combination and our method.

Frog Engine Head Brain Bonsai Chest
t-value 0.47 1.09 1.98 1.39 0.16 0.99
p-value 0.32 0.14 0.03 0.09 0.44 0.16

We used the one-tailed t test to analyze users’ subjective scores
on stereoscopic quality. The null hypothesis was µtha ≥ µsta
while the alternative hypothesis was µtha < µsta, where µsta
represents the average score of the static combination. Table 4
shows the statistics within 95% confidence level. In one of
six datasets (Head), the alternative hypothesis was accepted.
The superposed selected feature enhances surface features and
provides better contrast around contours. Thus, participants
generally perceived more vivid images and improved visual
quality. However, similar to the observation in Section 4.1,
although the static combination seems to improve the sub-
jective scores slightly on stereoscopic quality, our method still
outperforms it in terms of user’s depth understanding as shown
in the next study.

Depth judgment. In the objective study of depth judgment,
as shown in Figure 11, the proposed thaumatrope approach
outperforms the static combination method in each dataset
with up to 40%. We used the one-tailed t test to analyze the re-
sults. The null hypothesis was µtha ≤ µsta while the alternative
hypothesis was µtha > µsta. Table 5 reports the results within
95% confidence level. In three of six datasets (Brain, Bonsai
and Chest), the alternative hypothesis was accepted. It shows
that our method is significantly better in half of the scenes.
Although the superposed selected feature enhances contours
and surface features, it could also occlude the underlying
structures. The occlusion becomes more severe when the
spatial structure of the scene is complex and the selected
feature is rather dense as in Brain, Bonsai and Chest. Thus, in
some scenes, static combination could be even worse than the
traditional method. The experiment shows that, although the
proposed selected feature could improve stereoscopic quality,
it is necessary to adopt the proposed interleaved rendering

Fig. 11. Comparison of depth judgment with the static
combination.

TABLE 5
The one-tailed t test on the depth

judgment for the static combination
and our method.

Frog Engine Head Brain Bonsai Chest
t-value 0.46 0.17 1.32 3.47 1.83 1.87
p-value 0.32 0.43 0.09 0.0006 0.04 0.03

method for improving spatial understanding.

5 CONCLUSIONS

This paper proposes a novel thaumatrope approach to improve
understanding with stereoscopic transparency for volume ren-
dering. Inspired by the studies of visual perception, we propose
to temporally interleave a selected feature with the actual
image to produce a flicker-free visualization. As a result,
the proposed method provides viewers with better spatial
understanding. Our method is independent of the volume
rendering method and can be realized on popular stereoscopic
displays.

In the future, we plan to investigate more sophisticated
methods to adjust the brightness of the selected feature and the
actual content so that the perceived brightness is closer to the
original one. In addition, we would like to investigate other
stereoattention theories for enhancing depth understanding.
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