
TO APPEAR IN TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS 1

Geometrically Consistent Stereoscopic Image
Editing using Patch-based Synthesis
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Abstract—This paper presents a patch-based synthesis framework for stereoscopic image editing. The core of the proposed
method builds upon a patch-based optimization framework with two key contributions: First, we introduce a depth-dependent
patch-pair similarity measure for distinguishing and better utilizing image contents with different depth structures. Second, a
joint patch-pair search is proposed for properly handling the correlation between two views. The proposed method successfully
overcomes two main challenges of editing stereoscopic 3D media: (1) maintaining the depth interpretation, and (2) providing
controllability of the scene depth. The method offers patch-based solutions to a wide variety of stereoscopic image editing
problems, including depth-guided texture synthesis, stereoscopic NPR, paint by depth, content adaptation, and 2D to 3D
conversion. Several challenging cases are demonstrated to show the effectiveness of the proposed method. The results of
user studies also show that the proposed method produces stereoscopic images with good stereoscopics and visual quality.

Index Terms—stereoscopic images, patch-based synthesis
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1 INTRODUCTION

A S stereoscopic 3D media is becoming popular,
manipulating stereoscopic 3D images and videos

becomes an important demand. Unlike conventional
2D media, editing stereoscopic 3D media allows the
depth of the scene to be controllable (e.g., depth
adjustment of an object) while maintaining stereopsis.
Therefore, the main issues of editing stereoscopic 3D
media are twofold. Firstly, the editing results should
maintain depth interpretation established through
stereopsis by human, which indicates that the corre-
sponding points in the left and right views should
be adjusted jointly. Secondly, objects with different
depths should be handled separately so that they do
not affect each other, implying the needs for depth-
aware processing.

It is challenging to faithfully maintain the depth
interpretation and provide controllability of the scene
depth while editing stereoscopic 3D media. Recently,
warping-based approaches [1], [2] have been intro-
duced for editing stereoscopic images, especially for
adapting the depth and the size of an image. These
approaches place a pair of quad meshes onto the
two views and then compute a pair of deformed
meshes for satisfying editing constraints. They suc-
cessfully maintain consistent depth interpretation by
incorporating stereopsis constraints into the warping
procedure. However, they could suffer from distortion
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artifacts when there are significant depth variations
within a quad, because all pixels in a quad have to
undergo the same transformation despite their depth
discrepancy. Therefore, these methods are ineffective
for 3D editing problems which involves depth ad-
justment especially where there are multiple elements
with different depths.

In this paper, we propose StereoSyn - a versa-
tile and robust stereoscopic image synthesis method
which synthesizes the stereoscopic images according
to editing operations. To achieve this, patch-based
approaches are chosen as the basis of the synthesis
algorithm because they have been proven success-
ful for image editing [3], [4]. Existing patch-based
algorithms divide the source image into a collec-
tion of overlapping patches, and copy the patches
to construct the target image while maintaining the
coherence of nearby pixels. However, applying these
algorithms to synthesize the left and right views indi-
vidually would unlikely establish a consistent depth
interpretation of the resultant stereoscopic image. In
addition, these algorithms measure patch similarity
using only color appearance. Therefore, they can only
synthesize patches similar to the ones in the source
image. However, due to occlusion and disocclusion
after depth adjustment, it is often necessary to synthe-
size patches which are not similar to any of the input
image for correctly modeling the spatial relationship
change between objects.

This leads to two key observations of our method.
Firstly, the correspondence information should be
embedded into the synthesis process, and the re-
gions that are visible in both views should be jointly
synthesized for guaranteeing a consistent depth in-
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terpretation of the scene. Secondly, it is important
to be aware of depth edges when measuring patch
similarity and contributing to the final color. It is
because a local window (i.e., the patch) often con-
tains multiple elements with different depths. Without
considering depth discrepancies within a patch, it is
likely to mix up contributions from different elements.
Based upon these observations, we develop a depth-
dependent patch-pair similarity measurement which
takes local depth discrepancies into consideration.
Two patch-pairs are similar only if the correspond-
ing pixels with similar depth structures have similar
colors. Therefore, the proposed method is capable of
dealing with the spatial relation change and objects occlu-
sion/disocclusion caused by depth modification during
stereoscopic image editing. Furthermore, to guarantee
the depth interpretation of the stereoscopic images,
a joint nearest-neighbor patch-pair search method is
introduced to jointly synthesize the left and right
views.

We successfully applied our algorithm to an ex-
tensive set of stereoscopic image editing applications
which provide users with flexibility in specifying
different configurations for adjusting the depths and
layouts of the stereoscopic images. We also compared
our results of depth/size adaptation to warping-based
methods, and demonstrated that our method per-
forms better than the state-of-the-art methods specif-
ically designed for individual problems.

2 RELATED WORK

Stereoscopic media editing. Recently, editing of
stereoscopic media has attracted lots of attentions.
Many techniques have been proposed for specific
editing applications. Stereoscopic image inpainting
techniques have been proposed by Wang et al. [5]
and Morse et al. [6]. Koppal et al. [7] proposed a
technique that enables the manipulation of stereo
parameters such as the interocular distance and loca-
tion. The problem of stereoscopic copy and paste has
been addressed by using a segmentation-based tech-
nique [8] and a gradient-domain technique [9]. Wang
and Sawchuck [10] proposed a framework for dispar-
ity manipulation of stereoscopic media. Lang et al. [1]
proposed a novel spatially varying warping technique
to enable manipulation of the disparity range of
stereoscopic videos. The warping-based approach is
also applied to resolve stereoscopic image retargeting
problem [2]. Basha et al. [11], [12] also addressed
the stereoscopic image retargeting problem but used
a geometrically consistent seam-carving algorithm
with the concept of seam coupling for preserving
the depth interpretation. More recently, Lee et al.
proposed a layer-based stereoscopic image resizing
method [13]. They adopted the layer-based idea from
scene carving [14] but used warping to adjust layers
with different depths separately for resizing a stereo-
scopic image. Niu et al. [15] proposed a method for

applying the user-specified warping on stereoscopic
images. Northam et al. [16] proposed a stereoscopic
3D stylization method that guarantees consistency
between the left and right views. However, their
method would produce visible layering artifacts in
the stylized results because it stylizes different depth
layers separately.

Our patch-based method is versatile and can be
used in a broader set of interesting stereoscopic image
editing problems, such as transferring the stereoscopic
texture and editing object shapes by manipulating
their depths.

Patch-based image synthesis. Patch-based technique
has become popular for image and video synthesis.
They were branched from non-parametric texture syn-
thesis [17], [18], [19], [20], [21], [3] which samples
patches from the input texture example and pastes
them into the output image while maintaining the
coherence of nearby pixels in the synthesized result.
Recently, the patch-based methods have also been
applied to image editing problems, and we will next
review some of them.

In early period of patch-based technique develop-
ment, researchers focused on the texture synthesis
problem due to large interests in computer graphics
community. Efros and Leung [17] proposed a non-
parametric texture synthesis method. The structure
preservation problem was later addressed by modi-
fying the search and sampling strategies [18]. Then,
Kwatra et al. [3] developed a synthesis procedure
based on global optimization for obtaining more con-
sistent synthesized results with respect to the in-
put textures. Patch-based methods have also been
proven effective for many 2D natural image editing
problems, such as image inpainting [22], [23], [24].
Simakov et al. [25] introduced a bidirectional similar-
ity distance for summarizing an input natural image.
Barnes et al. [26] introduced a randomized patch-
search method to accelerate the synthesis procedure.
Darabi et al. [27] proposed a generalized method
for combining two or more images with inconsistent
structures.

Although patch-based methods are effective for
2D image editing, they cannot be directly applied
to stereoscopic 3D image editing because neither
joint synthesis nor local depth discrepancies were
addressed in these methods. Therefore, the synthe-
sized results are not guaranteed to maintain a con-
sistent depth interpretation of the scene (Fig. 1(b)).
In contrast, our approach samples patch-pairs jointly
from both views and can synthesize the result with a
satisfactory depth interpretation (Fig. 1(c)). Moreover,
existing methods cannot handle local layout changes
caused by depth adjustments. Our approach exploits
a depth-dependent patch-pair similarity measure, and
thus can deal with the cases in which pixels within a
patch undergo different transformations after depth
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(a) source images (b) individual synthesis (c) our approach

Fig. 1. A comparison to individual synthesis. The
source stereoscopic image pair (a) is enlarged using
[25] for each view individually (b) and our joint synthe-
sis approach (c).

adjustment.

3 STEREOSYN ALGORITHM

Our StereoSyn framework is designed for manipulat-
ing the depth and layout of a pair of stereoscopic im-
ages. To address the above-mentioned issues of stereo-
scopic image editing, the objectives of our algorithm
are to maintain a consistent depth interpretation of
the stereoscopic images, and to separately synthesize
objects with different depths in the scene.

The input is a pair of rectified source stereoscopic
images. In order to obtain the depth information and
to associate corresponding pixels in the two views,
we first construct the disparity maps for the source
image pair, and then generate a pair of visibility maps
indicating whether a pixel is visible in both views or
in only one view. Depending on the editing goals, the
target disparity maps could be manually specified by
users or automatically constructed via synthesis [25]
for guaranteeing that the layouts of the target dispar-
ity maps are similar to those of the source disparity
maps. Specifically, for applications in which the target
depth information is based on user intention, such
as depth-guided texture synthesis, paint by depth,
and 2D to 3D conversion, the target disparity map
is specified by users and given as the input. On the
other hand, for applications where the target depth
information can be inferred from the source depth
information, such as content adaptation, the target
disparity map is automatically generated using a 2D
synthesis method [25].

Based on the target disparity maps, the target vis-
ibility maps are constructed accordingly. The four
pairs of maps (source images, source disparity, visi-
bility and target disparity) are used in the synthesis
procedure, which performs patch-based optimization
taking into account the disparity and visibility maps.
Based on the visibility maps, a joint nearest-neighbor
patch-pair search method is introduced so that the
regions visible in both views can be synthesized
jointly to maintain a consistent depth interpretation

L B R

(a) (b) (c)

Fig. 2. An illustration of visibility maps. (a) The left
disparity map. (b) & (c) the left and right visibility maps.
The blue (L) / green (R) regions are the pixels only
visible in the left / right view, and the yellow regions (B)
are visible in both views.

of the two views. In addition, a depth-dependent
patch-pair similarity measure is incorporated into the
optimization process such that each patch performs
self-segmentation according to its local depth discrep-
ancies while contributing to the final results.

Here we first describe how we obtain the disparity
and visibility maps (Sec. 3.1). Then we introduce
our optimization-based stereoscopic image synthesis
process (Sec. 3.2) and depth-dependent patch-pair
similarity measure (Sec. 3.3). Finally we describe the
solver used to obtain the final results and also the
joint nearest-neighbor patch-pair search mechanism
(Sec. 3.4).

3.1 Disparity and visibility map construction

Given a rectified stereoscopic image pair (I l, Ir), in
this step, their associated disparity map pair and
visibility map pair are constructed.

Disparity map. To generate the disparity map pair
(Dl, Dr), we begin with estimating the disparity map
Dl associated with the left view I l using stereo match-
ing [28], where the disparity value d is defined as
d = p′x − px for a pixel pair (p, p′) ∈ (I l, Ir). To
avoid potential inconsistency between the left and
right views, instead of estimating the disparity map
for the right view, we directly map the disparity
values in the left disparity map to the right one, and
fill the missing disparities due to occlusions using
a segmentation-based disparity filling approach [5].
Note that, although the estimated disparity maps may
not be perfect, experiments show that our method can
tolerate modest inaccuracy within disparity maps and
still produce visually plausible results.

Visibility map. Analysis of visibility is critical in our
framework. Although there exist more sophisticated
approaches such as the learning-based occlusion anal-
ysis technique proposed by Humayun et al. [29], we
adopt a light-weight rule-based approach to analyze
the visibility for stereoscopic images.

The objective of the visibility maps (V l, V r) is to
indicate whether a pixel is visible in both views or
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only in a specific view. A visibility map V classifies
every pixel p into one of the three classes {L,R,B}
which indicates that p is visible from the left, right, or
both views, respectively (Fig. 2). A pixel p = (px, py)
in the left image is marked as B if satisfying the
following two criteria:

0 ≤ px +Dl(p) < w and

∀q|(qx > px) ∧ (qy = py),px +Dl(p) 6= qx +Dl(q),
(1)

where w denotes the width of the image, and q =
(qx, qy) represents a pixel on the right of p on the
same horizontal line. The first condition verifies that
p stays within the image bound, and the second one
ensures that p is not occluded in the right view. If p
is labeled as B, its corresponding pixel in the right
view is also labeled as B. The remaining pixels in
the left and right images are marked as L and R,
respectively. According to the visibility maps, we can
partition the stereoscopic image pair into four non-
overlapping regions: ΩL / ΩR represents the pixels

in the left / right image labeled as L / R; ΩBl

/ ΩBr

represents the pixels in the left / right image labeled

as B, where I l = ΩL ∪ ΩBl

and Ir = ΩR ∪ ΩBr

.

3.2 Optimization-based stereoscopic image syn-
thesis

Given a pair of source stereoscopic images (I lS , I
r
S),

our goal is to synthesize a pair of target stereoscopic
images (I lT , I

r
T ) while observing the user-specified

editing properties. The objective of our stereoscopic
image synthesis is to minimize the appearance dif-
ferences of regions with similar local depth geometry
between the result and input images. Therefore, the
disparity and visibility maps are associated together
to formulate the optimization problem via an energy
function. Formally, the stereoscopic image pair and its
associated maps are denoted by I

p = (Il, Ir), where
I
l = (I l, Dl, V l) and I

r = (Ir, Dr, V r). As a result,
for synthesizing the target stereoscopic images, we
need to solve for I lT , I lT , Dl

T , Dr
T , V l

T , and V r
T . The

problem is complicated because these variables have
dependencies which cannot be expressed as closed-
form formulas: (1) Dr

T and (V l
T , V

r
T ) can be inferred

from Dl
T as described in Sec. 3.1 and (2) Dl

T can
be estimated from (I lT , I

r
T ). Furthermore, it is often

preferable if users can have direct control to the
target disparity map. Therefore, we opt to fix the
target disparity maps after they are either manually
provided by the users or automatically generated.
Specifically, the algorithm synthesizes the target stereo
image pair (I lT , I

r
T ) given the source stereo image pair,

the computed disparity and visibility maps and the
target disparity and visibility maps by minimizing an
energy function:

arg min
(Il

T
,Ir

T
)
E(IpS , I

p
T ). (2)

The energy function E(IpS , I
p
T ) is defined as:

E(IpS , I
p
T ) = EL(I

l
S , I

l
T ) + ER(IrS , I

r
T ) + EB(I

p
S , I

p
T ),

(3)
where EL, ER and EB are the similarities of the
regions labeled as L, R, and B, respectively. Pixels
within different regions are measured and synthesized
separately to better preserve the depth interpretation
of the synthesized image.

In Eq.(3), EL(I
l
S , I

l
T ) and ER(IrS , I

r
T ) measure the

similarity of the regions only visible in one view. We
define EL(I

l
S , I

l
T ) as the sum of a completeness term

and a coherence term:

EL(I
l
S , I

l
T ) =

1

|ΩL
S |

∑

ps∈ΩL
S

min
pt∈Il

T

s(n(ps),n(pt))

+
1

|ΩL
T |

∑

qt∈ΩL
T

min
qs∈Il

S

s(n(qt),n(qs)),
(4)

where p and q are the sampled pixels; n(p) denotes
the spatial neighborhood around a sample p, which
is called a patch; and s(n(·),n(·)) defined in Eq.(6)
is the distance between the two patches that will
be discussed in Sec. 3.3. The completeness term en-
courages that all patches in the region ΩL

S should be
represented in the output image I lT , and the coherence
term encourages that all patches in the region ΩL

T

should look similar to those in the input image I lS . To
compute the similarity metric, for each input sample
ps ∈ ΩL

S , we find the corresponding sample pt with the
most similar neighborhood in the output left image
I lT and cumulate their distances, and vice versa. ER

is defined in a similar way.
For the regions labeled as B, since they are visible

in both views, we should perform a joint patch-pair
search for maintaining the depth interpretation as:

EB(I
p
S , I

p
T ) =

1

|ΩBl

S |

∑

(ps,p′
s)∈Ω̄B

S

min
(pt,p′

t)∈Ω̄B
T

s̄(n̄(ps, p
′
s), n̄(pt, p

′
t))

+
1

|ΩBl

T |

∑

(qt,q′t)∈Ω̄B
T

min
(qs,q′s)∈Ω̄B

S

s̄(n̄(qt, q
′
t), n̄(qs, q

′
s)),

(5)
where (p, p′) and (q, q′) stand for corresponding pixels
in the left and right views, n̄(p, p′) = (n(p),n(p′))
denotes the pair of corresponding patches, and
s̄(n̄(·, ·), n̄(·, ·)) defined in Eq.(8) is the distance be-
tween the two patch-pairs that will be discussed in
Sec. 3.3. Specifically, Eq.(5) sums the local patch-pair
distances. That is, for every local patch-pair n̄(ps, p

′
s)

in Ω̄B
S = (ΩBl

S ,ΩBr

S ), we search for the most similar

patch-pair n̄(pt, p
′
t) in Ω̄B

T = (ΩBl

T ,ΩBr

T ) and accumu-
late their distances, and do the same vice versa.

3.3 Depth-dependent patch/patch-pair similarity

The patch similarity metric is a core component for
patch-based texture synthesis algorithms [30]. In con-
ventional texture synthesis algorithms, the similarity



TO APPEAR IN TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS 5

(a) (b) (c) (d) (e)

Fig. 3. The illustration of the depth-dependent color similarity term between patches n(p) and n(q). In this
example, we compress the disparity range of the source image to synthesize the target image. (a) We focus
on the two patches n(p) and n(q) from the source and target stereoscopic images. (Only one view is shown
here.) D

n(p) and D
n(q) are their disparity maps. Note that the textures on the wall are different in the two images.

(b) We obtain D̂
n(q) by shifting D

n(q) so that the disparity value of the central pixel of n(q) equals to that of
the central pixel of n(p). (c) The distance between D

n(p) and D̂
n(q), |Dn(p) − D̂

n(q)| measures the local depth
structure similarity for each pixel pair. (d) The depth-dependent weighting kernel wpq is obtained according to
|D

n(p) − D̂
n(q)|. (e) The comparison of color distances with and without the depth-dependent weighting kernel.

of two patches is defined as the sum of squared
distances (SSD) of corresponding pixels’ colors within
a window (i.e., the patch). For stereoscopic image
synthesis, in addition to colors, we need to take 3D
geometry differences between patches into account. A
naive extension has been proposed by Morse et al. [6],
which directly sums the SSD of both colors and depths
together (we call it the simple 4D metric). However, it
does not work well because a window could contain
multiple layers of depths, and it does not model the
depth adjustment.

In order to separately synthesize contents with
different depths and enable depth modification, we
present a depth-dependent weighted patch similarity met-
ric. The key idea is to separate the pixels in a patch
into several regions according to their depths and
pay more attention to color differences of the pixels
with similar depth structures. Specifically, the pix-
els’ color differences in two patches are weighted
by the differences of their own relative depths to
their center pixels. Therefore, our depth-dependent
similarity metric consists of two terms. (1) The depth
structure resemblance term measures the distance be-
tween their local depth structures (geometry), where
two patches are similar if their local depth structures
are similar. (2) The depth-dependent color similarity
term measures the color distance between pixels but
emphasizes more on the pixels with similar relative
depths, where two patches are similar if the corre-
sponding pixels with similar depth structures have
similar colors. Fig. 3 illustrates the idea.

Formally, the depth-dependent patch similarity

metric is defined as:

s(n(p),n(q)) =
∑

k∈n(p)

(λ|D
n(p)(k)− D̂

n(q)(k)|
2

+ w
n(p)n(q)(k)|In(p)(k)− I

n(q)(k)|
2),

(6)
where k is the relative position within a patch, and
I
n(·)(k) and D

n(·)(k) denote the colors and disparity
values at position k in the patch n(·), respectively 1.

With the above notations, D
n(p)(0) denotes the

disparity value of the central pixel p of the patch
n(p). Thus, in the former term (the depth structure
resemblance term) of Eq.(6), D̂

n(q)(k) = D
n(q)(k) +

(D
n(p)(0)−D

n(q)(0)) is the globally-shifted version of
D

n(q)(k) such that the disparity values of the central
pixels p and q in the two patches are the same (i.e.,
D

n(p)(0) = D̂
n(q)(0)) (Fig. 3(b)). Fig. 3(c) demonstrates

the distance between the two patches, D
n(p) and

D̂
n(q).
In the latter term (the depth-dependent color sim-

ilarity term) of Eq.(6), w
n(p)n(q)(k) is the depth-

dependent weighting kernel for penalizing the color
discrepancy more at the pixels with more similar
depth structures (Fig. 3(d)). It is formally defined as:

w
n(p)n(q)(k) = exp(−|D

n(p)(k)− D̂
n(q)(k)|/σ

2). (7)

With such a kernel, the pixels in a patch will con-
tribute less if their relative depth structures are differ-
ent from those of the other patch. Fig. 3(e) shows the
comparison of color distances with and without the
depth-dependent weighting kernel. In this example,
we pay more attention to the pillar and less to the

1. Note that, when defining patch similarity, the patches n(p)
and n(q) can come from either the source or the target image pair.
Thus, instead of S or T , we use n(p) and n(q) as the subscripts to
indicate the disparity maps D associated with them. Similar for I .
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(a) Source image (b) Source disparity map (c) Target disparity map

(d) Simple 4D [6] (e) without kernel (f) Our method

detail of (d) detail of (e) detail of (f)

Fig. 4. Comparison of stereoscopic image synthesis
using two simpler similarity metrics and the proposed
depth-dependent similarity metric. (a) Given a stereo-
scopic image pair, assume that we want to narrow
down its depth range. (b) The estimated source dis-
parity map. (c) The remapped target disparity map.
(d) The result using the simple 4D metric [6]. (e) The
result of the proposed similarity metric without the
depth-dependent weighting kernel. (f) The result using
the proposed depth-dependent similarity metric, which
does not suffer from blurry artifacts.

wall since the central pixel p is part of the pillar. The
proposed kernel shares similarity with the popular
bilateral kernel used for edge-preserving filtering [31].
The main difference is that our kernel weights inten-
sity differences by the differences of relative depth
structures while the bilateral kernel weights them by
differences on locations and intensity values. Finally,
the weight λ strikes a good balance between the color
similarity and the depth structure resemblance (λ = 1
in our implementation).

For guaranteeing plausible depth interpretation, we
need to synthesize both views jointly. In other words,
when putting a patch from the left source image into
the synthesized left view, we would like to place its
corresponding patch in the right source image into
a proper location (specified by the target disparity
map) of the synthesized right view at the same time.
Therefore, a patch-pair should be formed by asso-
ciating two corresponding patches centered at the
two corresponding pixels in the left and right views
together. Assume that a pixel p = (px, py) ∈ I l is
labeled as B in the visibility map V l, so it has a
corresponding pixel p′ = (px +Dl(p), py) ∈ Ir. Thus,
we can couple the patches n

l(p) and n
r(p′) together

and denote it as a patch-pair n̄(p, p′). Based on Eq.(6),
the depth-dependent patch-pair similarity metric is

defined as:

s̄(n̄(p, p′), n̄(q, q′)) =

s(nl(p),nl(q)) + s(nr(p′),nr(q′)).
(8)

Fig. 4 shows a comparison of the proposed depth-
dependent similarity metric with two simpler metrics:
simple 4D, and our metric without the depth-dependent
weighting kernel. Given a source stereoscopic image
pair (Fig. 4(a)), we compressed its depth range to syn-
thesize the results. Fig. 4(b) shows one of its estimated
disparity maps. Then, we remap it using a global
remapping function to obtain the target disparity map
(Fig. 4(c)) with a narrower depth range. Fig. 4(d), (e),
and (f) show the synthesized results using the simple
4D metric, our metric without the depth-dependent
weighting kernel, and the proposed depth-dependent
similarity metric, respectively. The detail views show
that the two simpler metrics often produce blurry
results. The simple 4D metric does not model the
depth adjustment. Thus, two patches with similar
color appearances and local depth structures yet at
different depths are regarded as different patches.
It would produce very blurry results as less simi-
lar patches could be used for synthesis (Fig. 4(d)).
Without the depth-dependent weighting kernel, the
pixels from different layers could be mixed up. As
a result, it would produce blurry artifacts at the
places with depth discontinuity (Fig. 4(e)). In contrast,
with the proposed depth-dependent similarity metric,
the foreground pillars and the background wall can
be synthesized separately. Therefore, it generates the
results without blurry artifacts (Fig. 4(f)).

3.4 Optimization for stereoscopic image synthe-
sis

Our stereoscopic image synthesis process is achieved
by optimizing Eq.(3). Similar to [4], we applied a
multi-resolution iterative algorithm to optimize the
objective function by refining the target images from
lower to higher resolutions.

Our goal is to synthesize a target stereoscopic image
pair I

p
T that minimizes Eq.(3). The problem is com-

plicated because these variables have dependencies
which cannot be expressed as closed-form formulas:
(1) Dr

T and (V l
T , V

r
T ) can be inferred from Dl

T as
described in Section 3.1 and (2) Dl

T can be estimated
from (I lT , I

r
T ). Furthermore, it is often preferable if

users can have direct control to the target disparity
map. Therefore, we opt to fix the target disparity
maps after they are manually provided by the users
or automatically generated by [25].

For each resolution, our iterative algorithm alter-
nates between two steps: patch search and color
refinement. In the search step, we fix the output
pixels in (I lT , I

r
T ), and solve the nearest-neighbor

search problem, i.e., for all overlapping patches in
the source/target images, we retrieve the most similar
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patches and patch-pairs in the target/source images.
In the refinement step, we fix the set of matching
patches and patch-pairs, and determine the pixel col-
ors in the target images by weighted averaging the
overlapping pixels. The two steps are iterated until
convergence. The process is similar to previous work
[4], [25], but requires several modifications to the
patch search and color refinement steps.

Patch/patch-pair search. To find the nearest-neighbor
for all the patches and patch-pairs to update the re-
sult while maintaining the depth interpretation, joint
search of the nearest-neighbor patch-pair is critical for
our synthesis process. We separate all the patches into
two categories. For each patch in ΩL

S and ΩR
S , we use

the distance metric described in Eq.(4) to search for
the most similar patch in the I lT or IrT , respectively.

For each patch-pair in (ΩBl

S ,ΩBr

S ), the most similar

patch pair in (ΩBl

T ,ΩBr

T ) is found using the patch-
pair similarity metric (Eq.(5)). Similarly, for each patch
in the target image, we need to find its nearest-
neighbor patch/patch-pair in the source image. To
find the most similar patch-pair, we modified the
randomized search technique [26] that is an efficient
method for constructing nearest-neighbor fields for
all patches, consisting of three steps: initialization,
propagation, and random search. Every pair of cor-
responding patches in both views is assigned a pair
of corresponding patches in each step. The details of
the patch/patch-pair randomized search algorithm is
described in the supplemental document for repro-
ducibility.

Pixel color refinement. In this step, we minimize
Eq.(3) by fixing the set of matching patches/patch-
pairs and updating a new pair of target images. Let
I lT (p) denote the color of a pixel p ∈ I lT , the energy
function is minimized by solving ∂E(IpS , I

p
T )/∂I

l
T (p) =

0. To derive it, we first isolate the contribution of I lT (p)
to the image distance E(IpS , I

p
T ) of Eq.(3).

We take the pixels in the left target image as an
example. In the coherence term, let {ni}i=1...m ∈
I lT denote the m patches that contain the pixel p,
{N (ni)}i=1...m ∈ I lS denote their nearest-neighbor
patches obtained from the search step, and the pixels
in {N (ni)}i=1...m corresponding to the position of p
are denoted as {qi}i=1...m. We assume that the first k
patches are located in ΩL

T , while the remaining patches

are located in ΩBl

T . Then the contribution of I lT (p) to
the coherence term is

Ecoh(I
l
T (p)) =

1

|ΩL
T |

k∑

i=1

wniN (ni)(p)(I
l
S(qi)− I

l
T (p))

2

+
1

|ΩBl

T |

m∑

i=k+1

wniN (ni)(p)(I
l
S(qi)− I

l
T (p))

2
,

(9)

where w
niN (ni)(p) is the depth-dependent weighting

kernel introduced in Sec. 3.3, and I lS(qi) is the color
of pixel qi ∈ I lS .

In the completeness term, assume there are m̂

patches {N (n̂j)}j=1...m̂ ∈ I lT that contain the pixel
p; and they could be matched by the patches
{n̂j}j=1...m̂ ∈ I lS ; and q̂j ∈ n̂j is the pixel at the
same relative position as p ∈ N (n̂j). We also assume
that the first k̂ patches are located in ΩL

T , while the

remaining patches are located in ΩBl

T . The contribution
of I lT (p) to the completeness term is

Ecom(I lT (p)) =
1

|ΩL
S |

k̂∑

j=1

wn̂jN (n̂j)
(p)(I lS(q̂j)− I

l
T (p))

2

+
1

|ΩBl

S |

m̂∑

j=k̂+1

wn̂jN (n̂j)
(p)(I lS(q̂j)− I

l
T (p))

2
.

(10)

Therefore, the contribution of the color of pixel
I lT (p) to the image similarity of Eq.(3) is

E(I lT (p)) = Ecoh(I
l
T (p)) + Ecom(I lT (p)). (11)

To refine the color I lT (p) for minimizing the image
distance, we solve ∂E(I lT (p))/∂I

l
T (p) = 0, and the op-

timal solution for I lT (p) is obtained via the following
formula:

Il
T (p) =(

∑k̂
j=1 w

n̂jN(n̂j)
(p)Il

S(q̂j)

|ΩL
S
|

+

∑
m̂

j=k̂+1
w

n̂jN(n̂j )I
l
S(q̂j)

|ΩBl

S
|

+

∑k
i=1 w

niN(ni)
(p)Il

S(qi)

|ΩL
T
|

+

∑m
i=k+1 w

niN(ni)
(p)Il

S(qi)

|ΩBl

T
|

)/

(

∑
k̂
j=1 w

n̂jN(n̂j)
(p)

|ΩL
S
|

+

∑m̂

j=k̂+1
w

n̂jN(n̂j)
(p)

|ΩBl

S
|

+

∑
k
i=1 w

niN(ni)
(p)

|ΩL
T
|

+

∑
m
i=k+1 w

niN(ni)
(p)

|ΩBl

T
|

).

(12)

The pixel color IrT (p) can be refined in the same way.
The details and the derivation of the update rules of
I lT (p) and IrT (p) are described in the supplemental
document.

4 RESULTS AND DISCUSSION

We applied our method to a wide variety of stereo-
scopic image editing applications. All the results were
produced with the patch size 7 × 7. Please notice
that the results are presented as red(left)-cyan(right)

anaglyph images. The original left and right
images are included in the supplemental materials.
We encourage readers to watch them on stereoscopic
displays for better visual quality.

4.1 Results

Depth-guided texture synthesis. Fig. 5 shows that our
method can successfully synthesize the stereoscopic
textures according to user-provided depths. Given
an input texture sample and a target disparity map,
our method synthesizes a larger stereoscopic texture
pair whose depth interpretation is conformed to the
given disparity map. To achieve the synthesis, the
source texture sample is taken as both the left and
right source images of our algorithm. As for disparity
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Fig. 5. Examples of stereoscopic texture synthesis for given disparity maps. The intensity levels in the
disparity maps are proportional to the disparity values. (The image resolution of both middle and right images
are 1200×1200.)

(a) (b) (c) (d)

Fig. 6. An example for stereoscopic NPR. (a) The
source stereoscopic image. (b) The estimated disparity
map. (c) The reference ink brush texture image. (d) The
result.

maps, we treat the source disparity map as a flat
map with zero disparity values everywhere while the
target disparity map is specified by the user. When
there are multiple textures in the input texture sample,
a guided image can be optionally taken as the initial
guess to explicitly guide the synthesis. Taking Fig. 5
Left as an example, there are two types of textures,
sky and cloud, in the input. The guided image has two
regions: white (a rabbit) and blue (the sky). Guided
by it, the proposed method synthesized cloud texture
into the white region and sky texture into the blue
region.

Stereoscopic NPR. Fig. 6 gives an example of NPR-
stylized stereoscopic images. Given a source stereo-
scopic image, we first estimated its disparity map,
and then transferred the reference ink brush texture
to the source image to generate a non-photorealistic
stereoscopic image. In this application, the reference
ink brush texture is taken as both the left and right
source images, and the source disparity map is again
flat with zeros. The input stereoscopic image and its
estimated disparity map are used to initialize the tar-
get images and disparity map and guide the synthesis.

Paint by depth. Fig. 7 shows that our method is able
to synthesize a plausible stereoscopic image according
to users’ editing on the disparity map. Given a source
stereoscopic image and its disparity map, a user pro-
vides the target disparity map by manually painting
the desired shape of the tree on the disparity map. Our

(a) (b) (c) (d)

Fig. 7. Disparity map editing. (a) The source stereo-
scopic image. (b) disparity map. (c) The edited dispar-
ity map. (d) The result.

(a) (b) (c)

Fig. 8. Stereoscopic image retargeting results: “Tree”
(upper) and “City” (lower). (a) The source stereoscopic
images. (b) The results of changing the image width.
(c) The original and retargeted disparity maps.

method then synthesized the tree with the painted
shape according to the modified disparity map.

Stereoscopic content adaptation. Our technique can
also be applied to adapt the content of stereoscopic
images. Fig. 8 shows that our technique can be used
for stereoscopic image retargeting, where the widths
were reduced by 22% and increased by 24% in the
two examples, respectively. To resize a stereoscopic
image, the target disparity map is first obtained by
resizing the source disparity map using a 2D synthesis
algorithm [25]. Although there is no guarantee that
the synthesized target disparity map is a feasible
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(a) (b) (c) (d) (e)

Fig. 9. A comparison of stereoscopic image retargeting using our approach with a warping-based method [2],
scene warping [13], and stereo seam carving [12]. The source stereocopic image (482 × 286) (a) is resized to
400× 286 using our method (b), Chang et al. [2] (c), Lee et al. [13] (d), and Basha et al. [12] (e), respectively.

(a) (b) (c) (d) (e)

Fig. 10. A comparison of stereoscopic image retargeting using our approach and a warping-based method [2].
(a) The source stereoscopic image (304×351). (b)&(c) The enlarged results (500×351) of Chang et al. [2] and

ours, respectively. (d)&(e) The reduced results (194× 351) of Chang et al. [2] and ours, respectively. Our method
synthesizes the flowers according to the image resolutions, and thus better preserves the shapes and details. In
contrast, the warping-based method stretches the images to satisfy the image dimension, thus producing visible
shape distortion especially in the cases where the images have rich textures.

one, we found it works well in many cases. Fig. 9
shows a comparison of image resizing using our
method (a), Chang et al. [2] (c), Lee et al. [13] (d),
and Basha et al. [12] (e). Compared to the algorithms
specifically designed for this application, our method
can generate equally good results on this example.

Fig. 10 shows a comparison of our approach
to a representative warping-based method [2] for
more dramatic resizing. The warping-based approach
stretched the flowers and leafs and unavoidably pro-
duced shape distortion while our method better re-
tained the shapes and sharp details by synthesizing
new contents. One thing to note is that our method
is usually less efficient compared to those warping-
based methods [2], [13]. However, our method offers
several advantages. First, it is more versatile and can
be used for a set of editing tasks while those methods
are specifically designed for image resizing and depth
remapping. Second, for image resizing, our results
have very different characteristics compared to the
results of warping-based methods as shown in Fig. 10.
Thus, our method and those methods can be suitable
for different situations.

Fig. 11 shows that our patch-based approach can
also be used for remapping the disparity range, which
is important for stereoscopic content production and
display. To achieve this, users can specify the target
disparity map via a disparity mapping operator dt =
f(ds) to guide the synthesis process, where f is a map-

ping function maps the input disparity value ds to the
output disparity value dt. Fig. 12 shows a comparison
of our method to a warping-based method [1]. The
warping-based approach leads to visible distortion if
there are significant disparity variations within quads.
It is because the pixels with different disparity values
in the same quad usually need to undergo different
transforms, which is impossible for warping-based
methods. In contrast, our method allows each patch to
contribute only to the regions with similar local depth
structures. As a result, our method better preserves
the straight lines as shown in Fig. 12(d).

Stereoscopic image inpainting and reshuffling. By
specifying the search constraints and/or match con-
straints for some regions on the source stereoscopic
image, our system can also be used for stereo-
scopic image inpainting and content reshuffling. In
this application, the users paint the region(s) to be
erased or make layout rearrangements on the source
stereoscopic image. They only need to paint on one
view of the stereoscopic image. The painted pixels
are mapped to the other view automatically based
on the disparity map. Note that the completeness
terms are removed when performing stereoscopic
image inpainting. Fig. 13 shows an example of the
constrained synthesis. Given a source stereoscopic
image (Fig. 13(a)), and the user-specified region(s)
to erase (Fig. 13(b)) and/or layout rearrangement(s)
(Fig. 13(d)), our system synthesizes the results with
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(a) (b) (c)

Fig. 11. Disparity remapping results. (a) The source
stereoscopic image whose disparity range is too large
(−11 ∼ −98) for human to fuse. (b) The result stereo-
scopic image after adapting the disparity range to
the comfortable zone. (c) The source disparity map
(green), the target disparity map (blue), the final voted
disparity map (red), and the error map showing the
differences between the final voted and target disparity
maps.

the search and/or match constraint(s). The results
are shown in Fig. 13(c) for inpainting and (e) for
reshuffling.

2D to 3D conversion. Given a 2D image and a
user-provided target disparity map (which can be
obtained by drawing a dense depth map or using a
sparse-scribble propagation technique, e.g., [32]), our
method can synthesize the stereoscopic 3D images
by regarding the target disparity map as Dl

T and
duplicating the input image as both I lS and IrS . Fig. 14
shows three examples with our method. The disparity
maps used in the “moon” and “building” examples
were manually drawn by users, and the disparity map
used in the “cave” example was generated using a
propagation technique [32].

4.2 Performance

We implemented our method in C++ and executed it
on a desktop PC equipped with an Intel i7 3.5GHz
CPU, 16GB RAM, and an Nvidia GeForce GTX 580
GPU. The patch/patch-pair search needs to handle
both the left and right views, and is the most time-
consuming step. We used OpenMP and GPU to utilize
the parallelism for accelerating this step. Overall, for
a pair of 0.4-megapixel images (the total pixel number
is 0.4×2 megapixels) , it took 435.6 seconds in average
with our CPU implementation to synthesize images.
With the GPU version, the time was reduced to 2
minutes.

Our current implementation aims for pursuing the
output quality and thus the computation cost is high.
There are some possible ways toward more efficient
computation. Firstly, currently we sample patches for
all pixels. The computation time could be reduced
if we sample patches every k pixels along x and y
directions, where k is the sample step. Secondly, the
patch/patch-pair search is the bottleneck of the com-
putation time. A multiscale strategy can be adopted
to accelerate the step. Specifically, the stereoscopic

image is firstly downscaled to a coarse level, and the
patch/patch-pair search is performed on that level.
Then the matching result is propagated back to the
finer level and is further refined within a local region.

4.3 Evaluation

To validate the stereoscopic quality and the effec-
tiveness of disparity remapping of our synthesized
stereoscopic images, we conducted two experiments
using a 22-inch 120Hz 3D LCD monitor with active
shutter glasses. We recruited 30 participants, and 4 of
them had no experience on watching stereoscopic con-
tents before. Participants passing the depth perception
ability test were asked to perform the following tasks.

Stereoscopic quality evaluation. In this task, we ran-
domly selected 10 natural stereoscopic images and ad-
justed their contents with one of the above-mentioned
applications2. These 20 images (both source and syn-
thesized images) were displayed to the participants
in a random order. The participants were asked to
watch each image and rate it in 30 seconds on (1)
how convincing its stereoscopic effect is, and (2) how
natural it is from 1(Bad) to 5(Good). In total, we
received 300 pairs of ratings for each question. Fig. 15
shows the average scores for the two questions on all
ratings and the ratings for each editing application.
For stereoscopic 3D quality, there are 74% ratings
showing that the synthesized results have equal or
higher score than the source images; and for natural-
ness, there are 83% ratings showing the same result.

Disparity remapping. In the second task, we eval-
uated whether the disparity remapping is effective.
We randomly selected 4 natural stereoscopic images
and enhanced their depth ranges by a factor of 1.5
using the proposed method. The remapped results
and the original images were placed side-by-side
with randomized orders. Participants were asked to
perform pairwise comparisons. For each comparison,
the participants had to answer the following question:
“Which image has a larger depth range?”. We totally
received 120 valid votes on this task. Overall, 87.3%
correctly recognized the images with larger dispar-
ity ranges. Kendall’s coefficient of agreement was
adopted to measure the interobserver variability for
the pairwise comparison tests and the p-value < 0.01.
Therefore, the disparity remapping results with our
method are perceptually effective.

4.4 Discussion

Our method requires disparity maps in order to sep-
arately synthesize contents with different depths. The
target disparity maps can be either synthesized us-
ing a 2D patch-based approach (e.g.[25]) or specified

2. Some of the images are presented in the paper, including Fig. 8
Upper, Fig. 8 Lower, Fig. 10(a)(c), Fig. 11, and Fig. 13(a)(e). For all
left and right images, please refer to supplemental materials.
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c©Disney Enterprises

(a) source (b) Lang et al. [1] (c) our method (d) detail

Fig. 12. A comparison of disparity remapping using our approach and a warping-based method [1]. (a) The
source stereoscopic image. (b)&(c) The disparity remapping results using Lang et al. [1] and ours, respectively.
(d) A detail view of our result shows that our technique can preserve the straight lines in the regions with
significant disparity variations. The warping-based method bends the straight lines because the disparity values
of the pigeon and the building are very different. It thus produces visible distortions.

(a) (b) (c) (d) (e)

Fig. 13. Results of stereoscopic image inpainting and reshuffling. (a) The source stereoscopic image. (b)
The region to be erased is painted by red color. (c) The stereoscopic image inpainting result. (d) The layout
rearrangements specified as red, green, and yellow rectangles. (e) The stereoscopic image reshuffling result.

Moon Cave Building

Fig. 14. Examples of 2D to 3D conversion. Upper:
The source images and given disparity maps (inset).
Lower: The 2D to 3D results.

by users. Synthesized disparity maps often lead to
reasonable results because they are guaranteed to be
similar to the source disparity maps. However, for
user-specified disparity maps, if they are too different
from the source, the synthesized results could be less
meaningful.

We have also evaluated how well the depth in-
terpretations of the synthesized stereoscopic images
are conformed to the target disparity maps. Although
stereo matching algorithms can be applied to estimate
the result disparity map by analyzing the synthesized
images, existing stereo matching algorithms are still

Fig. 15. The average ratings of the synthetic images
and the original images. (The error bars indicate the
standard deviations.)

far from perfect and could contain errors. Therefore,
instead of applying stereo matching algorithms, we
adopt the refinement rule described in Eq.(12) to vote
the result disparity map by substituting the color
information with depth information. The disparity
maps obtained in this way are closer to what we
perceive from the synthesized images. As shown in
Fig. 11(c), the voted disparity maps (red outlined) are
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(a) (b) (c)

Fig. 16. A failure case due to the inaccurate dispar-
ity map. (a) The source stereoscopic image. (b) The
enlarged result. (c) The disparity maps. Note that the
disparity values of the sky at the up-left corner are
not accurate. They should be further back but mis-
estimated as the same as the tree.

consistent to the target disparity maps (blue outlined).
The errors between the voted disparity maps and the
target disparity maps are shown in the lower right
corner of Fig. 11(c), in which the maximal error is less
than 2 pixels. It shows that the proposed framework
can synthesize stereoscopic images whose depth inter-
pretations are very close to the target disparity maps.

Limitation. Although the proposed method can be
applied to a wide variety of applications, it suffers
from a few limitations. Firstly, the current computa-
tion cost is still very high. The method certainly ben-
efits from faster nearest neighbor search algorithms.
Additionally, the method can also be accelerated by
more aggressive sampling of patches as discussed in
Sec. 4.2.

Secondly, the patch-based approaches do not guar-
antee to preserve global structures. As presented in
Fig. 1 (c), the lower part of the new tree is not
synthesized, and thus the tree looks floating. This is
inherited from the patch-based synthesis approaches
that lack the knowledge of global structures, and
could be improved by incorporating semantic object
detection algorithms.

Finally, although with some degree of tolerance,
the proposed method suffers from bad quality of
disparity maps. Fortunately, existing stereo methods
can produce good disparity maps for plausible results
in most cases. Fig. 16 shows a failure case, in which
the bee is separated into two parts because most of
the disparity values are inaccurate. In addition, the
proposed method synthesizes the results by utilizing
only existing patches in the source images. When
there are significant view changes in the target, the
existing patches in the source need to be re-projected
and warped according to the depth structure changes
between the original view and the novel view. The
current method cannot handle such cases.

5 CONCLUSION AND FUTURE WORK

We have presented a stereoscopic patch-based syn-
thesis framework that handles the corresponding in-

formation in two views and separately synthesizes
contents with different depth structures. The combina-
tion of depth-dependent patch/patch-pair similarity
metric and joint nearest-neighbor search contributes
to the realism of the synthesized stereoscopic images
and plausibility of their depth interpretations. The
method has potential to be useful for many stereo-
scopic image processing applications as demonstrated
in the experiments. A few interesting research di-
rections are worth of exploration. First, the current
method only compensates the local depth structures
of patches by global depth shifts. To accommodate
for large perspective changes, the depth structures
of patches should be compensated by proper rigid
transforms before evaluating patch similarity. Second,
to synthesize results with large view changes, view
interpolation or depth-image-based rendering could
be combined with our approach.
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